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1. Introduction

Statistical decision theory deals with scenarios where decisions have to be made under a
state of uncertainty, and its goal is to provide a rational framework for dealing with such
situations. These scenarios are typical in most of the problems of medical decision-making.

The Bayesian procedure is a particular way of formulating and dealing with these type of
problems. It has great promise in putting health-related decision making on a more rational
basis, thus making the assumptions more obvious, and making the decisions easier to ex‐
plain and defend [1]. This approach can be used to support the decision-making process in
many application fields, as, for example, diagnosis and prognosis [2], risk assessment [3]
and health technology assessment [4]. A wide-ranging collection of applications of Bayesian
statistics in the biomedical field can be found in thematic books [5-7].

Bayes’s theorem appeared in a posthumous publication by Thomas Bayes [8]. It gives a sim‐
ple and uncontroversial result in probability theory, but its practical application has been
the subject of considerable controversy for more than two centuries and, only recently, a
more balanced and pragmatic perspective has emerged. In summary, the Bayesian approach
offers a method of formalizing a priori beliefs and of combining them with the available ob‐
servations, with the goal of allowing a rational derivation of optimal decision criteria.

This chapter is an introduction to the modern world of Bayes procedures for professionals
with a minimal background in biostatistics. In particular, we analyze the main theoretical as‐
pects of the Bayesian approach and we review current thinking on the value of this ap‐
proach as a decision-support system in medicine and health management. It is hoped that
this discussion stimulates reflection on the subject and elicits new ideas and inspiration for
people involved in problems of public health.

© 2013 Barbini et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



2. The Bayes decision rule

Statistical decision-making can be seen as a process of inferring, from past observations, pre‐
dictions that then can be used to perform an action. A typical problem is to determine to
which class a given sample belongs. The estimation of the class membership can provide a
key support to decision making.

The first step of the process is the formalization of the underlying unknown reality (class
membership). This is done by considering that this unknown reality can be represented by
an entity (ω) taking values on a state space (Ω). Often, ω is a single unknown numerical
quantity. In other problems, it may be an ordered set of numerical parameters (a vector) or
the elements of Ω may not be of numerical nature. In the present chapter, we assume that ω
is a single quantity.

An observation and/or measurement process allow us to obtain a set of numbers which
make up the observation vector (x). This observation vector is assumed to be a random vec‐
tor whose conditional density function depends on ω. In formal probabilistic terms, this de‐
pendence is expressed by the class-conditional probability function p(x|ω). The
observations x are also called features and the feature vector is the input to the decision rule
by which the sample is assigned to one of the given class.

The Bayesian approach to decision theory brings into play another element: a priori knowl‐
edge which concerns ω, in the form of a probability function P(ω). This probability is usual‐
ly referred to as the prior.

When the prior probabilities and the class-conditional probability functions are known it is
possible to derive a formal decision rule, which allows us to decide to which class a given
sample (x) belongs. For simplicity of discussion we will treat the two-class problem. The
generalization to more than two classes is immediate.

Let x be the observation vector and let be ω1 and ω2 the two classes to which x may belong.
A decision rule based on probabilities can be written as follows [9]
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(1)

where P(ωi|x) is the conditional probability of ωi given x (i=1,2), that is the probability of ωi

if x has occurred. This conditional probability is also known as the a posteriori probability of
ωi given x.

Bayes’s theorem allows us to write the a posteriori probabilities of ω1 and ω2 as a function of
the a priori probabilities (P(ω1) and P(ω2)) and the class-conditional probability functions
(p(x|ω1) and p(x|ω2)), giving
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where p(x) is the probability density function of x.

In the case of two mutually exclusive classes, p(x) can be expressed as
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Therefore, the posterior probabilities in equation 2, which determine the decision rule in
equation 1, can be calculated on the basis of the prior and class-conditional probabilities.
This confirms that the Bayesian approach, combining a priori beliefs with available observa‐
tions, updates the knowledge in the light of experience.

Combining equation 1 with equation 2, the previous decision rule based on probabilities can
be rewritten as follows
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or, equivalently,
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The term l(x) is called the likelihood ratio and the ratio P(ω2)/P(ω1) is the threshold value of
the likelihood ratio for the decision.

Equation 5 corresponds to the Bayes’s decision rule for minimum error and defines the deci‐
sion boundary between the two classes. In particular, when p(x|ω1) and p(x|ω2) are Gaussi‐
an with mean vectors μ1 and μ2, respectively, and covariance matrices Σ1 = Σ2, the decision
boundary is linear. Analogously, when p(x|ω1) and p(x|ω2) are Gaussian with mean vectors
μ1 and μ2, respectively, and covariance matrices Σ1 ≠ Σ2, the decision boundary is quadratic.
Finally, when p(x|ω1) and/or p(x|ω2) are not Gaussian, the shape of the decision boundary
cannot be defined a priori. Figures 1 and 2 show two-dimensional examples for Gaussian
class-conditional probability functions when Σ1 = Σ2 and Σ1 ≠ Σ2, respectively.
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Figure 1. Decision boundary for Gaussian class-conditional probability functions when Σ1  = Σ2.  Ellipses depict con‐

tour lines.

The decision rule of equation 1 implies that we should choose the class whose posterior
probability is largest. Bearing in mind that the sum of P(ω1|x) and P(ω2|x) is equal to 1, this
means setting the posterior class-conditional probability threshold (Pt) equal to 0.5, that is, x
is assigned to class ωi if P(ωi|x) is greater than 0.5. However, the decision rule may be for‐
mulated using somewhat different reasoning. Often, in medical applications, the decision
rule must account for the cost of a wrong decision. In this case, a cost can be assigned to
each correct and wrong decision and Pt is chosen to obtain the minimum risk decision rule.
From a purely mathematical point of view, the selection of costs is equivalent to a change in
prior probabilities.

The discrimination capacity of a classification model assesses model performance in assign‐
ing correctly a sample to a class. Many criteria exist for evaluating discrimination capacity.
A common way for the two-class problem is to evaluate sensitivity (SE) and specificity (SP).
SE can be interpreted as the fraction of cases from ω1 (for example, diseased patients or
high-risk subjects) which are correctly classified, while SP gives the fraction of correctly clas‐
sified cases from ω2 [10]. Generally, SE and SP depend on the chosen probability threshold
Pt to which the posterior probability is compared.

A receiver operating characteristic (ROC) curve is a graphic representation of the relation‐
ship between the true-positive fraction (TPF=SE) and false-positive fraction (FPF=1-SP) ob‐
tained for all possible choices of Pt.

Current Topics in Public Health20



Figure 2. Decision boundary for Gaussian class-conditional probability functions when Σ1  ≠ Σ2.  Ellipses depict con‐

tour lines.

In medical applications the area under the ROC curve (AUC) is the most commonly used
global index of discrimination capacity, although alternative indices can be used [11]. The
AUC can be interpreted as the chance that a case randomly selected from ω1 will be correctly
distinguished from a randomly selected case from ω2. An AUC value equal to 1 implies per‐
fect forecasts, while an AUC of 0.5 reflects random forecasts.

3. Estimation of class-conditional probability functions

The Bayesian decision rule provides an optimal solution to the classification problem when
the underlying probabilistic  structure is  known. Actually,  this  occurs very rarely.  When
the probabilistic  structure is  not  known, the most  common approach to solve the prob‐
lem is to estimate it from a set of available experimental data. This set of samples is called
training set. Thus the class-conditional probability functions are estimated from the train‐
ing set and the Bayes's rule is implemented using the estimated functions. It should how‐
ever be emphasized that the Bayesian decision rule obtained in this way does not maintain
its optimality characteristics.

If we can assume that the class-conditional probability functions have a well-defined struc‐
ture which can be characterized by a finite number of parameters, we can derive the Bayesi‐
an decision rule using the parameter estimates. In this case the problem is the estimation of
the set of parameters and this corresponds to a parametric approach. Unfortunately, in some
cases we cannot assume a parametric form for the class-conditional probability functions
and in order to apply the Bayesian decision rule, we have to somehow estimate these func‐
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tions, using an unstructured (nonparametric) approach. The nonparametric approach is
complex and its description is not an objective of our discussion. The reader interested in
this topic can find an exhaustive treatment of the problem in the specific literature [12].

Generalization is an issue of crucial importance for decision models which were designed on
a training set. It is defined as the capacity of the model to maintain the same performance on
data not used for training, but belonging to the same population. It is therefore estimated by
testing model performance on a different set of available experimental data (testing data).
The model generalizes well when the decision errors in testing and training data sets do not
differ significantly. From this point of view, the optimal model is the simplest possible mod‐
el designed on training data which shows the highest possible performance on any other
equally representative set of testing data. Excessively complex models tend to overfit, which
means they show an error on the training data significantly lower than on the testing data.
Overfit is a sort of data storage precluding the learning of decision rules. It must be avoided
since it causes loss of generalization.

Later in this chapter we will focus on various Bayesian models, frequently utilised in medi‐
cine and in health management, using the parametric approach to define the decision rule.
After a brief description of each model, we will show an applicative example bringing out
the main strengths and weaknesses of the various models.

4. The Bayes linear classifier

In many cases the class-conditional probability functions are assumed to be Gaussian, that is
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where μi is the mean of class ωi, Σi the covariance matrix, q the dimension of the observation
vector (i.e. the number of features used). |Σi| indicates the determinant of Σi and superscript
T indicates matrix transposition.

In this condition the problem to be solved is the estimation of μi and Σi. Therefore, the num‐
ber of parameters to be estimated to identify p(x|ωi) is equal to q(q+3)/2, which corresponds
to q parameters of the mean vector and q(q+1)/2 parameters of the covariance matrix. The
greater the number q of features, the greater the number of parameters to be estimated to
define the normal class-conditional probability function. Of course, given a set of training
data, the accuracy of model parameter estimates rapidly worsens as q increases, leading to a
significant loss in generalization capacity.

A simplifying hypothesis that is often made is to assume that the two classes have identical
covariance matrices (homoscedasticity), which, as said above, leads to obtain a linear deci‐
sion boundary. In fact, in this case the decision rule in equation 5 can be rewritten as
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which identifies the following linear boundary

1 1 1 1
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where Σ = Σ1 = Σ2.

Under this hypothesis, the total number of parameters to be estimated to define the decision
rule for a two-class problem becomes q(q+5)/2.

The Bayes linear classifier is a simple approach, but, in the Bayes sense, it is optimal only for
normal distributions with equal covariance matrices of the classes. However, in many cases,
the simplicity and robustness of the linear model compensate the loss of performance occa‐
sioned by non-normality or non-homoscedasticity.

This type of model has been used for estimating morbidity probability after heart surgery
[13]. The classifier was developed and tested analysing data acquired in a set of 1090 pa‐
tients who underwent coronary artery bypass grafting and were admitted to the intensive
care unit (ICU) of the University Hospital of Siena (Italy) over a period of three years (2002–
2004). A collection of 78 preoperative, intraoperative and postoperative variables were con‐
sidered as likely risk predictors, that could be associated with morbidity development in the
ICU. A dichotomous (binary) variable was chosen as ICU outcome (morbidity). Data was
ranked chronologically on the basis of patient hospital discharge and organized in a data‐
base. The database was divided into two sets of equal size (545 cases each): a training set
consisting of patients in odd positions in the original ranked database and a testing set con‐
sisting of the other patients, that is, those in even positions in the original database. To en‐
sure that alternate allocation of cases did not introduce systematic sampling errors, training
and testing data was compared using statistical significance tests. Before developing the for‐
mal decision-model, a feature selection was performed, which reduced the variables from 78
to 8, thus the number of parameters estimated from the training set to identify the two class-
conditional probability functions was equal to 52.

Discrimination capacity was quantified by AUC estimated on bootstrap data. For testing da‐
ta, the 95% confidence interval (CI) of AUC was also calculated. Generalization was evaluat‐
ed as the percentage difference in AUC between training and testing data. The AUC values
were equal to 0.815 and 0.778 for training and testing sets, respectively, while CI for testing
data was equal to [0.722-0.831]. The percentage difference in AUC between training and test‐
ing data was 4.5%.
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5. The Bayes quadratic classifier

When the class-conditional probability functions are assumed to be Gaussian, but the two
classes have not identical covariance matrices, a Bayes quadratic classifier should be em‐
ployed. In this case, the decision rule in equation 5 can be expressed as a quadratic function
of the observation vector x as

(9)

which identifies a non linear (quadratic) boundary. The Bayes quadratic classifier in equa‐
tion 9 requires the estimation of q(q+3) parameters from the training set.

Also this type of model has been used for estimating the probability of morbidity after heart
surgery in the same set of 1090 patients who underwent coronary artery bypass in the Uni‐
versity Hospital of Siena over the period 2002–2004 [13]. The quadratic model was devel‐
oped and tested using the same training and testing sets which were employed to define the
linear model above-discussed. In this case the procedure of feature selection reduced the
variables from 78 to only 3 features, thus the number of parameters to be estimated from the
training set was equal to 18. For the quadratic model the AUC values were equal to 0.780
and 0.785 for training and testing sets, respectively, while the 95% confidence interval of
AUC, calculated in the testing set, was equal to [0.738-0.832].

The above results indicated that both linear and quadratic Bayesian classifiers had accepta‐
ble discrimination capacities on test data, because their AUC was always greater that 0.7 and
less than 0.8 [14]. However, the quadratic model showed a greater power of generalization,
because the AUC values calculated in the training and testing sets were nearly identical.
This may be due to two causes:

1. the quadratic model, which releases the assumption of identical covariance matrices, is
better suited to the actual probabilistic structure of the problem,

2. the number of parameters to be estimated from the training set for the quadratic model
is smaller than that of the linear model (18 vs. 52), thanks to the smaller number of fea‐
tures needed to define the model.

6. The naïve Bayes approach

Even if the Gaussian assumption is correct, when the number of features necessary to define
the decision rule is high, the previous linear and quadratic Bayesian models can lead to un‐
satisfactory results, due to the large number of parameters that must be estimated from the
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training data to identify the class-conditional probability functions. In these cases one way
to try to solve the problem is to use a naïve Bayes approach.

The naïve Bayes approach assumes that the features are all conditionally independent of one
another within each class [15]. Consequently, given a q-dimensional observation vector x =
(x1, x2,.…., xq) and two classes ω1 and ω2, the a posteriori probabilities of equation 2 can be
rewritten as

q

1

( ) ( | )
( | ) 1 , 2

( )

i j i
j

i

P p x
P i

p

w w
w == =

Õ
x

x
(10)

where p(xj |ωi) is the class-conditional probability of feature xj (j=1,2,….,q) conditioned on ωi.

This assumption dramatically simplifies the problem of estimation from training data. In
fact one-dimensional class-conditional distributions can be estimated for each feature indi‐
vidually,  reducing  a  multidimensional  task  to  a  number  of  one-dimensional  tasks.  De‐
spite  its  simplicity,  the  naïve  Bayes  classifier  can  often  outperform  more  sophisticated
classification methods and shows good average performance in terms of classification ac‐
curacy,  even when the assumption of independence does not hold [16-18].  Actually,  the
naïve Bayes  classifier  estimates  the  parameters  required for  accurate  classification using
less training data than many other classifiers. This makes it particularly effective for data‐
sets containing many features.

A naïve Bayes classifier is generally easy to understand and its induction is extremely fast if
all features are discrete. In particular, for each class ωi, a discrete feature xj with K values
(d1j, d2j,.…., dKj) can be simply characterized by the K-dimensional vector [P(d1j | ωi), P(d2j |
ωi),.…., P(dKj | ωi)] describing the class-conditional probability of this variable. In these con‐
ditions the class-conditional probability functions in equation 10 can be estimated by fre‐
quency counts from the training set.

A similar scheme may also be used when the feature set contains discrete and/or continuous
variables. In this case, each continuous feature xj can be discretized by grouping the observa‐
tions of the whole training set into M groups of equal size (quantile intervals), denoted Q1j,
Q2j,.…., QMj. Thus, the continuous feature xj is also characterized by class-conditional proba‐
bility vectors [P(Q1j | ωi), P(Q2j | ωi),.…., P(QMj | ωi)] where P(Qhj | ωi) (h = 1,2,….,M) is the
probability that xj lies in the quantile interval Qhj conditioned on ωi [i = 1,2].

Recently, a naïve Bayes classifier was used to develop a locally-customized model for plan‐
ning transfusion requirements in cardiac surgery [19]. The procedure allows transfusion
planning to be designed and customized to a specific clinical setting on the basis of local
available evidence. The size of the sample used in the study was 3182 patients.

The available patient sample was divided into two classes:
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a. class of negative patients: patients who received no red blood cells in the intensive care
unit after cardiac surgery (1107 patients),

b. class of positive patients: patients who received at least one pack of red blood cells (2075
patients).

Firstly, eleven dichotomous variables and six continuous variables were chosen as a set of
likely independent predictors for planning transfusion quantities on the basis of qualitative
evidence and previous knowledge. Univariate statistical analysis was then performed for
each potential predictor in order to assess statistical differences between the classes of pa‐
tients. Two dichotomous variables did not show statistically significant differences between
classes and were eliminated from classifier design. Therefore fifteen variables giving statisti‐
cal differences between the classes were used as features to design the naïve Bayes classifier.

Before developing the naïve Bayes classifier, the six continuous features were rendered dis‐
crete by dividing each into ten intervals of equal frequency. This was done by identifying
the deciles for the whole sample of patients.

In order to evaluate the performance of this decision model, a confusion matrix was generat‐
ed by the leave-one-out method, according to which each case in the training set is analysed
by a classifier trained using the rest of the cases (Table 1). The overall classification accuracy
was 73.7% and its corresponding 99% confidence interval was [71.7%, 75.7%].

The results shown in Table 1 reveal that although the naïve Bayes classifier cannot exactly
distinguish negative from positive patients, it correctly classified about three-quarters of cas‐
es with a SE of 71.2% and a SP of 78.4%. Thus it seems to provide useful additional informa‐
tion for recognizing patients with transfusion requirements.

Predicted class Correct classification

percentage

Positive Negative

Actual class Positive 1478 597 71.2% (SE)

Negative 239 868 78.4% (SP)

Overall correct-classification percentage: 73.7%

99% confidence interval: [71.7%, 75.7%]

Table 1. Confusion matrix and correct-classification percentages obtained by the leave-one-out method. SE =
Sensitivity, SP = Specificity

7. Naïve Bayes classifiers and scoring systems

Part of the difficulty of medicine is to turn qualitative judgments into quantitative assess‐
ments. To face this problem, physicians have often proposed scoring systems with the intent
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to summarize a set of items by means of a quantitative score. While scoring systems should
never be used in place of a physician’s judgment, they are undoubtedly very simple and at‐
tractive tools to analyse data and to use as decision-support systems.

The idea of using scoring systems in public health issues goes back many years ago. For ex‐
ample, in 1911, Hill suggested an elementary score system for determining the real relative
importance of the different infectious diseases [20].

At first the methodology used to develop scoring systems was rather empirical, but over
time the design of such systems has made use of more reliable quantitative techniques. Al‐
though different methodologies can be used, a naïve Bayes approach can represent a
straightforward way to develop trustworthy scoring systems. In fact, in the presence of dis‐
crete (qualitative or quantitative) variables and discretized continuous variables, equation 10
can be rewritten as

q1 q2

1 1
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where q1 and q2 are the number of discrete and continuous features, respectively, (q1 + q2 =
q), dxj is the value of the j-th discrete variable and Qxj the quantile interval containing the j-th
continuous variable.

The decision rule of equation 1 becomes
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Writing equation 12 in logarithmic form, the decision rule is
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We can note that S is a sum of q addends
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where wxj (j = 1,2,….,q) can be regarded as terms separately weighing the information given
by each feature xj. These weights are log-likelihood ratios, which can be determined from
the training set. S is the total score: if S is less than ln [P(ω2)/P(ω1)], the observation vector x
is classified in ω2, otherwise x is classified in ω1. ln [P(ω2)/P(ω1)] is the threshold value, inde‐
pendent of x, which is equal to 0 when P(ω1) = P(ω2).

In conclusion, the decision rule in equation 13 defines a scoring system corresponding to a
naïve Bayes classifier.

8. Bayesian networks

The simplicity and surprisingly high accuracy of the naïve Bayes classifier have led to its
wide use, and to many attempts to extend it. In particular, naïve Bayes is a special case of a
Bayesian network.

Bayesian networks are a flexible tool particularly suited to problem-solving [21]. They are
graphic probability models of knowledge that lend themselves to modelling in situations of
uncertainty. For example, a Bayesian network could represent the probabilistic relationships
between diseases and symptoms. Thus, given symptoms, the Bayesian network can be used
to compute the probabilities of the presence of different diseases.

A Bayesian network is a directed acyclic graph, in which nodes represent random variables
and arcs represent conditional dependencies between variables. Each nodes is associated
with a probability table. The probability of a node can be calculated when the values of its
incoming nodes are known. To describe a Bayesian network we need to specify the graph
structure and the values of each probability table based on data.

The example in figure 3 shows a simple Bayesian network in which the various nodes are
represented as circles and the corresponding variables are dichotomous and therefore dis‐
crete. The arc between nodes A and C with arrow in direction A to C, indicates that A has an
influence on C (A is parent of C). The lack of an arc between two nodes indicates their con‐
ditional independence: for example, nodes C and D are independent of each other.

Each node has quantitative probability information. Nodes with parents (nodes C and D in
figure 3) are characterised by a conditional probability table that defines the effects of the
parents on the node, whereas nodes without parents (nodes A and B) are associated with a
probability a priori. Thus P(A) is the probability of event A and xĀB is the probability of
event C if event B occurs but not event A. Once the topology of the Bayesian network has
been determined, the conditional probability distribution of all variables and their parents
must be specified.
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Figure 3. Simple example of Bayesian network with four nodes, two of which (nodes C and D) have parents.

The procedures required to develop and use models based on Bayesian networks may be
not simple, but there is a number of commercial software packages. Information about vari‐
ous software packages available for Bayesian networks is provided by Murphy [22].

Learning the structure of a Bayesian network from data can be a critical point. An alterna‐
tive approach can be to combine statements about the structure of Bayesian network from
multiple experts into a single structure that more closely captures the dependencies in the
domain. This structure is then refined, and its parameters estimated, using standard Bayesi‐
an network learning algorithms.

Bayesian networks can be applied to study major public health problems [23-25]. For illus‐
trative purposes, we will start with a brief description of a fairly complex Bayesian network
that has been proposed as a model of heart disease by researchers at the University of South
Carolina [26]. Although, as the authors point out, the model is merely a prototype, it lends
itself well to being used to explain the operation of a Bayesian network. The Bayesian net‐
work structure is shown in figure 4.

The structure proposed shows that the heart disease has five parents (adverse medicine,
high blood pressure, atherosclerosis, family history and serum selenium). Two of these (ad‐
verse medicine and family history) have no parents, while the remaining three (high blood
pressure, atherosclerosis and serum selenium) are, in turn, nodes with parents. In particular,
atherosclerosis has four parents, three of which (high serum triglycerides, high serum LDL
cholesterol and cholesterol/HDL) are influenced by the type of diet. Absence of moderate ex‐
ercise directly influences the atherosclerosis. The structure in figure 4 also shows that heart
disease influences four variables (ECG, angina pectoris, myocardial infarction and heart beat
rate).
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Figure 4. Bayesian network structure of the model of heart disease.

The above analysis indicates that the Bayesian network structure alone can be seen as a kind
of mental map, i.e. as a diagram in which concepts are presented in graphic form. Of course,
the diagram provides only qualitative information, but, by associating each node with a
probability table, it is possible to obtain precise quantitative information on the whole sys‐
tem operation. For example, on the basis of their data, the authors found that the conditional
probability of atherosclerosis is equal to 0.84 when moderate exercise is absent and serum
triglycerides, serum LDL cholesterol and cholesterol HDL ratio are high [26]. The condition‐
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al probability of atherosclerosis drops to 0.20 when moderate exercise is present and serum
triglycerides, serum LDL cholesterol and cholesterol HDL ratio are low [26].

Actually heart disease is a very complex system and the network shown above, despite its
eighteen nodes, is a very simplified model that does not take into account important factors.
For example, there is a significant chance that some inhibitor prevents atherosclerosis when
serum triglycerides are high. Therefore the network in figure 4 is a useful example for ex‐
plaining the operation of a Bayesian network, but does not lend itself to assess the actual
strength of this approach.

Figure 5. Bayesian network representing the medical gas plant control system. Events L, D, A, J and M represent low
oxygen, defects in the distribution system, alarm rings, janitor calls and maintenance centre calls.

The strength of the approach is well illustrated by the Bayesian network which has been de‐
veloped at the University Hospital of Siena (Italy) for assessing the performance of a control
system of the medical gas plant (figure 5). The network takes into consideration a medical
gas system connected to an alarm. The alarm rings when the pressure of oxygen falls below
safety level in the main tank, but it may also ring for defects in the distribution system, such
as a leaking pipe.

The alarm rings in two places, the janitor’s lodge and the maintenance centre, which are re‐
sponsible for calling the crisis unit. Both these places may commit errors in activating the
crisis unit. For example, the janitor may not hear the alarm because he is busy giving infor‐
mation to users, or the maintenance centre may not hear it because of boiler noise. The net‐
work is a representation of a real situation where uncertainty exists. In other words, the
network does not directly model the fact that the janitor is busy giving information to users
or that the maintenance centre is noisy. These factors (and an infinite number of others) are
summarised by the uncertainty associated with the links between the nodes “alarm rings”
and “janitor calls” and between “alarm rings” and “maintenance centre calls”. The probabil‐
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ity tables therefore enable an enormous set of circumstances to be summarised by an ap‐
proximate model of a much more complex situation.

Once the Bayesian network and the probability tables have been specified, it is possible to
evaluate the effective reliability of the hospital system in monitoring the medical gas plant,
allowing answers to be given to questions about its actual functioning. For example, impor‐
tant questions to be answered can be:

a. What is the probability that the crisis unit is called by at least one of the two places
where the alarm rings when the oxygen in the tank is insufficient or when the distribu‐
tion system is damaged?

b. What is the probability that the oxygen system has neither of these problems when the
crisis unit is called by the janitor (false alarm by janitor)?

c. What is the probability that the oxygen is insufficient or the oxygen system damaged
when the janitor calls the crisis unit?

When the calculations are done, it emerges that the probability that the crisis unit be called
when oxygen is low is 97.5%. Similarly, the probability that the janitor or the maintenance
centre call the crisis unit for damage to the system is 96.5%. Actually in this example the
alarm system is not infallible, because when the problem is low oxygen pressure in the tank
there is a 98% probability of the alarm ringing and that probability falls to 97% when the
problem is a defect in the distribution system (see table in figure 5). Consequently the above
results suggest that the protocol in place to call the crisis unit (janitor plus maintenance cen‐
tre) is efficient.

However, when the performance of the protocol is further evaluated, some criticalities
emerge. The model makes it possible to determine that once the janitor has called the crisis
unit, there is a 6.5% probability of sufficient oxygen and no damage to the oxygen distribu‐
tion system, which is no longer negligible. This important discovery is not immediately ob‐
vious from the design of the system and the reliability of the various components (alarm,
janitor and maintenance centre) taken separately. The result is actually due to the fact that
the absolute probabilities of low oxygen and system damage are very small (0.001 and 0.002,
respectively), because these events occur very rarely. Assuming a very rare event, even if the
probability that the janitor calls in the absence of alarm ring is almost zero (0.0001), the net‐
work points out that a call from the janitor does not mean certainty or almost certainty of a
problem in the system. In other words, there is a non negligible probability (about 6.5%) of
there being neither low oxygen nor damages when the janitor calls. This weakness is inher‐
ent to the system but does not have particularly serious consequences, because the only ef‐
fect is that in some cases the crisis unit alerted by the janitor will not find any problem in the
plant. Since this would rarely happen, its cost is very low.

The answer to the third question shows that once the janitor has called the crisis unit, the
probability that oxygen is low in the main tank is about 31.5% and that the distribution sys‐
tem is damaged about 62%. This difference is due to the fact that while both events are rare,
system damage has twice the probability a priori of low oxygen (0.002 vs. 0.001).
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In summary, the response of the Bayesian network to the above questions indicates that in
the case of problems, the protocol provides a very efficient response, practically equivalent
to that of a pure alarm device, but a call from the janitor may sometimes be a false alarm.

9. Conclusion

The Bayesian approach is a way of formulating and dealing with problems where decisions
have to be made under a state of uncertainty. This situation is very frequent in problems of
medical decision-making.

Although Bayes's theorem was published in 1763, the use of Bayesian techniques to develop
decision-support systems in medicine and health management is recent. The design of a relia‐
ble Bayesian model often requires the use of complex algorithms and its development may in‐
volve not trivial calculations. This presented a barrier to the use of the Bayesian approach until
the development of numerical methods and powerful computers during the late 20th century.

The advantages of the Bayesian approach are that it offers intuitive and meaningful infer‐
ences, that it gives the ability to tackle complex problems and that it allows the incorpora‐
tion of prior information in addition to the data. In particular, the simple and intuitive
nature of the Bayes’s theorem as a mechanism for synthesising information and updating
personal beliefs is an attractive feature, which has facilitated its spread in the medical field.

In conclusion, although the Bayesian approach is not the only way to tackle the problem of
decision making under uncertainty, it is undoubtedly a very useful tool to be used in medi‐
cine and health management, because it allows the professional to make decisions on ration‐
al bases, thus making the choices easier to explain and defend.
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