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1. Introduction

In the most general meaning of the word, a model is a way of representing something of
interest. If we ask a biologist to model the visual system, he will probably talk about neurons,
dendrites and synapses. On the other hand, if we ask a mathematician to model the visual
system, he will probably talk about variables, probabilities and differential equations.

There are an almost infinite number of ways to model any given system, and this is
particularly true if we are interested in something as complex as the human brain, including
the visual cortex. It is impossible to review every type of model present in the literature.
This chapter does not, by any means, claim to be an accurate review of all the models of
vision published so far. Instead, we try to regroup the different types of models into small
categories, to give the reader a good overview of what is possible to achieve in terms of
modeling biological vision. Each section of the chapter concentrates on one of these categories,
begins with an outline of the general properties and goals of the global model category, and
then explores different implementation methods (i.e. specific models).

1.1. Why models?

There are many reasons why one might want to elaborate and use a model. Different kinds
of models achieve different goals, however they all serve a common purpose: a tool to learn
and better understand our world. Models are used as a simplification of reality. Many models
only represent a specific aspect of a complex system and make arbitrary assumptions about
the rest of the system which may be unrelated, judged negligible or simply unknown. A good
example is the fact that current neurobiological models of the brain mainly focus on modeling
neurons, neglecting interneurons and glial cells. Current models ignore glial cells, probably
because they are not fully understood. Some models might purposefully ignore some parts of
a system to isolate a specific structure and/or function that we want to understand.

Because of the extreme complexity of the cortex, simplification is unavoidable and even
productive. Modeling is an efficient approach for simplifying reality as a way to gain a better
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understanding of the system in question. In fact, one should strive to design the simplest
possible model that could be complexified if necessary.

For a more philosophical discussion on the role of models in science, the work by Frigg and
Hartmann [15] can be recommended. They describe two fundamental functions of models.
First, models can represent a selected part of the world, and second, models can represent
a theory. The two notions are not mutually exclusive, but they provide a good distinction
between more practical models trying to reproduce a certain system, and more theoretical
models constrained to a certain set of laws. As we don’t have yet an established theory as
how the brain works, this chapter focuses on the former.

Moreover, models can also be categorized into models of data and models of phenomena.
This is an important distinction because they consist of two drastically different approaches
to the same problem that, in our case, is understanding the visual cortex. Models of data try
to reproduce data we observe in the brain, and models of phenomena try to reproduce the
“miracle” of the visual cortex, which is vision. This chapter emphasizes practical models and
the functioning of the visual cortex from an information-processing point of view.

1.2. Modeling the visual cortex

As established in previous section, we concentrate more on models of phenomena to
understand how the visual system works, instead of models of data that are trying to be
biologically accurate. We do so, because science is yet to provide a full understanding of the
brain, thus it is not possible to propose accurate overall models of data.

The chapter rather gives an overview of different kinds of models of vision present in the
literature, whether they are biologically accurate or not. Modeling with artificial neural
networks is not the only way. There are many other models based on mathematical
representations, statistics, physics principles that can represent behaviors observed in the
visual system. Any model able to represent some aspects of the vision process can provide
valuable insights as to how the visual cortex really works.

Because of the complexity, there exists no model in the literature that can represent visual
cortex as a whole. For the sake of simplicity, when designing a model, only specific functions
of the visual system are usually considered . Of course, there are models more encompassing
than others with more functionalities. However, most of them deal with only one of the two
main visual functions, that is, localization or recognition. Ironically, this fits the often used
ventral vs. dorsal stream model of the visual cortex, where the ventral stream explains the
“what?” and the dorsal steam the “where?”. This chapter is thus divided into three main
sections:

1. A short section concerning models trying to be biologically accurate.

2. A section concerning models associated with the dorsal pathway, which deals with
movement and localization.

3. A section on models related to the ventral pathway, which mainly deals with object
recognition.

Before doing so, we first discuss the point that the visual cortex is embedded in a huge neural
network, interacting and cooperating with other cortical and sensorial areas.
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2. Visual cortex: integrated into a cooperative network

2.1. Integration into a collaborative network

Even if the organization of the brain is considered to be specific to the task, the various
modalities seem to use the same independent processing mechanism [57]. Specialization
of the cortices appears with the stimulation through specific sensory pathways. The visual
cortex is interconnected with other sensory modalities and is therefore multisensorial [6]. For
example, the visual cortex is also involved in the perception of tactile orientations as observed
by Zangaladze et al. [68] and other authors. Many models of interactions between the visual
cortex and other modalities are presented in the literature. For example, the recent work
by Ohshiro et al. [43] in which a model of multisensory neural layer is proposed. From
an engineering perspective, new applications that integrate multisensory perception can be
designed. Wysoski et al. [64] give an example of a multimedia application in which models of
audition and vision are combined through an implementation of a network of spiking neurons
for the identification of 35 persons.

Figure 1 is our sketchy representation summarizing our integrated and general view of how
functional multimodal information processing is done in the cortex. By no means, are we
attempting to reproduce the biological characteristics of the cortex in relation to this figure.
Emphasis is put on the main streams of information processing in relation with the visual
cortex. We symbolize the cortical polysensoriality with a dedicated neural cortical layer, while
there is no physiological agreement on the existence of such dedicated layer. In this section,
interpretation of the functioning of the visual cortex is based on information and signal
processing techniques to facilitate model designs without taking into account all physiological
complexities.

Polysensorial

Other Sensory Areas Visual Area
(Auditory or Sensori-Motor)

Figure 1. Functional view of the information processing going on in the cortex and between various
sensorial areas of the cortex. Layers at bottom illustrate the hierarchical structure of feature extraction,
corresponding to visual, auditory, somato-sensorial, sensori-motor, etc. The upper layer represents the
multisensorial areas of the cortex. Large arrows represent the feedforward flow of information going
from the sensorial areas to the polysensorial “layer” and feedbacks from the upper layer to the sensorial
(and hierarchical feature) layers. Dotted arrows represent the iterative process of feature extraction
which is occuring inside the sensory layers.



230 Visual Cortex — Current Status and Perspectives

According to the common view, we represent sensing areas of the cortex in figure 1 as a
hierarchy of layers and the “polysensorial” layer represents the connectivity between cortical
areas. We known that connectivities between audition, vision and the motor system at lower
levels of the senses exist (e.g. in the colliculus [6]), but these interactions are not discussed in
this chapter.

Even if the perspective presented here is very schematic, it is still of interest for research and
a better understanding of the cortex. Next subsections introduce models of feature-extraction
through the visual sensory layers.

2.2. Hierarchical and sparse low level feature extractions

Low level features and characteristics are hypothesized to be hierarchically obtained through
a succession of feedforward and feedback loops. This process is commonly modeled as a
cascade of layers made of filters that mimic the receptive fields of neurons. Each layer output
is subject to nonlinear transformations. Layers are interconnected into hierarchical structures
that can be feedforward or include feedbacks as illustrated at the bottom of figure 1. We
introduce here two types of models based on signal processing techniques or on artificial
neural networks.

2.2.1. Signal processing models
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Figure 2. Illustration of the receptive field of a neuron representing an elementary analysis function and
the nonlinear output being associated to a decision function. In this illustration, a hypothetic presynaptic
axon is sketched and it synapses with I contacts on a postsynaptic neuron.

In these approaches, neurons are assumed to be made of two simple modules: analysis and
then detection. The analysis is modeled as a filter which characterizes to some extent the
receptive field of a neuron. Detection is modeled as a threshold or a nonlinear function. When
the input to the neuron matches its receptive field, the detection module has a strong response.

There is an intense research work going on the automatic finding and generation of receptive
tields to be used in computational models or artificial vision models and systems. Signal
processing methods estimating the receptive fields of models are briefly summarized here.

These models assume that any stimulus s(t) (denoted as a vector) to a neuron is transformed
by this neuron into a new representation by projection on an elementary function w(t)
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(also denoted as vector). Each elementary function w(t) (or “basis function”, in the signal
processing jargon) represents the receptive field of a particular neuron (or group of neurons).
The result of the projection of s(t) on the specific basis function w(t) is a scalar number y/(t)
that is added to the transmembrane potential of the neuron. It corresponds to the contribution
of the stimulus input s(¢) to the neuron-activity. It is summarized below in mathematical
terms.

y(t) = ) wi(t)si(t) )

with
w1 (t) s1(f)
wo (t) s2(t)
w(t) = . and s(t) =
wi (t) si(t)

I is the dimension of the stimulus and receptive field (assuming that the neuron has I
synapses). w; is the efficiency at time ¢ of synapse i from the neuron. In other words, at
time f, y(t) (equation 1) is the degree of similarity between the input stimulus s(¢) and the
receptive field w(t) of the neuron. In signal processing jargon, y(t) is the basis coefficient.

To some extent, a set of I neurons can be assimilated into a bank of I finite impulse response
filters (FIR) which impulse response is equal to a set of I receptive fields w. Depending on the
number of neurons, the characteristics of the receptive field functions w, and the constraints
on the coefficients y, the analysis operation performed by a set of neurons can be equivalent to
an independent component analysis (ICA) decomposition [27], a wavelet decomposition [33],
or an overcomplete and sparse decomposition [39, 56].

e ICA [24, 27] constraints the output coefficients y;(¢) to be independent for a set of
dependent input receptive fields w. Therefore, a layer of postsynaptic neurons can
uncouple the features coming from a presynaptic layer in which receptive fields are
dependent. This is particularly efficient for hierarchical analysis systems. Applications
in image processing commonly use ICA to find basis functions to decompose images into
features [26].

¢ Wavelet decomposition [34] of signals is a well established field in signal processing. A
layer of neurons can approximate a wavelet decomposition as long as the receptive fields
w respect some mathematical constraints such as limited support, bounded energy, and
constraints on the Fourier transform of the receptive fields [17].

¢ Sparsity in the activity of neurons in the visual cortex can also be taken into account with
equation 1. Sparsity in the activity means that very few neurons are active, that is only a
few y; are sufficiently high to generate a response in the neuron. w is called the dictionary
on which the presynaptic signals are projected on. To be sparse, the size of the dictionary
should be sufficient, that is, the number of neurons is sufficiently high so that the basis is
overcomplete.
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Equation 1 is a simple model of a layer of neurons (at least for the receptive fields). Bank of
neurons can be combined into hierarchical layers of filters that follow equation 1. Different
combinations are possible. Depending on the architecture and on the connectivity, different
hierarchical structures can be obtained.

We introduce in the following subsection 3 types of such structures.

2.2.2. Hierarchical neural network structures

Previous signal processing modules can be combined into hierarchical structures of neural
networks. We list below some of the known models.

¢ Convolutional neural networks like the one proposed by Lecun et al. [30] have a mostly
feedforward architecture;

* Deep learning machines [22] are layered neural networks that can be trained layer by layer.
Theses layers are placed in a hierarchy to solve complex problems like image or speech
recognition. First layers extract features and last layers perform a kind of classification by
filtering the activity of the incoming layers. Feedbacks are established between layers.

* An example of a Bayesian neural network is given by Hawkins et al. [16, 20]. The
connectivity between neurons inside a layer reflects partially the architecture of the cortex.
Neurons are nodes of a statistical graphical model and feedbacks between layers are also
established.

2.3. Summary

Simple models of the visual cortex have been presented. The present section has opened the
way to a more integrated view in which peripheral and other senses interact with the visual
cortex.

3. Biological models

This section reviews some models trying to reproduce as accurately as possible the biological
visual system. The ultimate goal of those researches is having models able to represent the
data we observe in the brain.

One of the earliest models is the Hodgkin & Huxley neuron model [23]. It is popular
in the field of computational neuroscience and uses 4 differential equations to represent a
biologically realistic neuron. Such models are important as they are one of the corner stones
to the simulators that are used for a better understanding of the visual system. They can
help us understand more precisely the different cortical mechanisms. Nowadays, computer
simulations are very important in neuroscience and to the understanding of the visual cortex.
Hundreds of computational models (along with their reference papers) are available to the
computational neuroscientist. Many different models can be downloaded from the modelDB
database [21]. Compartment, channel, spiking, continuous or discrete models cover a wide
range of simulators and are available in different languages and simulators.

One of the biggest challenge when implementing biologically accurate models of the visual
cortex is the amount of calculations required for the simulations. Even with massively parallel
computer architectures, we cannot effectively rival the level of parallelism and computing
power of the brain. As such, works claiming to represent the visual cortex in a biologically
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accurate fashion have to cut corners by modeling only isolated sections of the cortex and
sometimes also by simplifying the neuron model.

The section presents biologically accurate models, that is, models trying to fit the data
observed in the brain. And then, some models are reviewed that are not exactly biologically
accurate, but that are striving to reproduce biology.

3.1. Biologically accurate models

Since the primary visual cortex is the most studied and best understood, most models try to
reproduce parts of the early visual system. In the work of McLaughlin et al. [36], a small local
patch (1 mmz) of V1 is reproduced. They use a relatively complex, and thus accurate, neuron
model. The work focuses upon orientation preference and selectivity, and upon the spatial
distribution of neuronal responses across the cortical layer. Furthermore, they discuss how
large-scale scientific computation can provide significant understanding about the possible
cortical mechanisms.

Similarly, Basalyga and Wennekers [4] are able to model a simplified version of the visual
pathway of a cat’s eye using three connected subsystems: the retina, the Thalamus and V1.
They model a patch of about 1.9 mm? of cortical surface using a Hodgkin-Huxley neuron
model. They are able to reproduce the orientation preference and direction selectivity of
cortical cells.

While biologically accurate neuron models are closer to reality, they are also computationally
very expensive. By using a simpler, “integrate-and-fire” neuron model, Rangan et al. [47] are
able to model a patch of 25 mm~. They focus on reproducing V1 orientation preference maps
with hypercolumns in a pinwheel organization. Models such as these give insights into the
neuronal dynamics in V1.

3.2. Biologically realist models

Not all models are trying to directly reproduce biology. Most vision models use a more
functional approach, trying to mimic the architecture and the behavior instead of the exact
dynamics. Many distinct visual areas have been identified in the cerebral cortex, and
functional organization of these areas has been proposed [62]. Such models do not generally
use large-scale simulations, but are still trying to reproduce the biological architecture. As
such, they are able to model a much larger part of the visual cortex.

A good example of such a model is based on the Adaptive Resonance Theory (ART) proposed
by Grossberg. More specifically, the LAMINART model [19]. This model is a relatively
complex system that is based on bottom-up, top-down and lateral interactions. The model
integrates a “what” and a “where” stream, and as such, offers a very complete model of the
visual cortex.

Another interesting work is a computational model of the human visual cortex based on the
simulation of arrays of cortical columns [1]. The model suggests an architecture by which
the brain can transform the external world into internal interpretable events. Furthermore,
they argue that the model could be a good start for reverse engineering the brain. Modern
super-computers have enough computational capacity to simulate enough cortical columns
to achieve such a goal. However, the problem resides in the communication between the
cortical columns. Communication between processing units in super-computer is a major
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bottleneck. There is also the question of how the model should connect those cortical columns
between them. How many must communicate with each other? How much information
do they communicate? Nevertheless, reverse engineering of the brain is an objective that is
becoming more and more realistic.

4. Visual localization and planning

In this section we present models that are related to the “where?” pathway of the visual
cortex, that is, models having to do with movement and localization. However, another
important function of our visual system is to anticipate trajectories of moving objects. In
computer vision, this is commonly called target tracking. Many of these algorithms are based
on probabilistic approaches which we will present in the first part of this section. In the second
part, we will discuss the importance of vision in motion control, which uses the concepts of
localization and planning to control actions.

4.1. Movement detection and prediction

Movement detection is a crucial element of our visual system. Moving objects attract more
attention than stationary objects. Optical flow models implement the capture of movement
in a sequence of images. Such models compute the local displacement gradient for each
pixel in a sequence of images. The result is a series of gradient fields such as illustrated in
figure 3. These methods can be used for a multitude of applications such as detecting motion,
segmenting moving objects and analyzing stereo disparity to extract 3D information out of 2
cameras. Further information about optical flow models can be found in the work of Fleet and

A/ ///\

Figure 3. Example of optical flow gradient. In the left figure, a scene of forward movement is illustrated,
thus, gradients are growing from the center toward the edges. In the right figure, the scene is rotating,

thus forming a rotational pattern. In both scenes, the center of the image is moving slower than the rest,
thus the arrows are shorter.

Optical flow models can detect movement, however, they are unable to achieve tracking in
a reliable fashion because they lack anticipating behavior. The human brain is very good at
predicting short term events. In fact, it is believed that the brain anticipates almost everything
in our environment [20]. Indeed, brain activity is greater when we encounter an unanticipated
event [2]. When we see a moving object, we automatically anticipate its trajectory. To do so,
our brain unconsciously estimates the object speed and direction, and “runs” these number
in a “mental physic model”, which is acquired through experience”. This anticipation allows
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us to perform actions such as catching a ball, by placing our hands in the predicted trajectory
estimated by our brain.

Models that use such anticipation principle have applications in target tracking. Most of these
models are based on a method known as Recursive Bayesian Estimation. To put things simply,
the algorithm consists of a loop that constantly tracks the movement of the target based on its
current position and speed. The loop estimates and corrects the previous estimation using
new data acquired from the moving object. Similar principles can also apply to visual control
tasks. A quick overview of the mathematical framework can be found in the work of Diard et
al. [10].

One of the most popular implementation of recursive Bayesian estimation is the Kalman filter.
Many applications have used this algorithm to achieve target tracking. The model proposed
by Bai [3] is a good example that achieves tracking of not only the target position in space, but
also its size and rotation. Many different methods can be used for tracking. For instance, an
approach based on a low pass filter has been shown to give better precision than traditional
Kalman filters [7]. For tracking targets with more unreliable movement patterns, particle
filters can be used [8]. These approaches are not making predefined assumptions about the
target, and are thus more polyvalent, but generally slower. However, optimization techniques
such as the one proposed by Zhou et al. [69] can be used for faster processing.

4.2. Visual control

The predictive behavior mentioned previously is used by the visual system for planning
and controlling many of our actions. This section is divided in two parts. The first section
present studies discussing the importance of vision in visual control models. The second
section presents different models using visual stimuli for controlling actions such as pointing,
grasping and locomotion.

4.2.1. Importance of vision in motion control

A study from Kawato [29] analyses the internal models for trajectory planning and motor
control. It is suggested that humans or animals use the combination of a kinematic and
dynamic model for trajectory planning and control. To catch a ball, one must anticipate
the trajectory of the ball and position the hand and orient adequately the palm. Fajen and
Cramer [13] study the positioning of the hand in function of distance, the angle and the
speed. They discuss the implications for predictive models of catching based on visual
perception. However, the targeted object is not the only thing tracked by our visual system.
The movement of the hand itself needs to be anticipated. Saunders and Knill [53] study the
visual feedback to control movements of the hand. Alternatively, Tucker and Ellis [59] are
interested in the cortical area of visuomotor integration. They discuss on the fact that motor
involvement impacts visual representations. They set up 5 experiments in which they study
the impact of grasping and touching objects on the speed of visual perception.

The use of vision for motion control is thus a very complex process using both feedforward
and feedback visual information to achieve movement.

4.2.2. Visual control models

Now that we know vision plays an important role in movement, we present some models
using vision to achieve motion control. Fagg and Arbib [12] developed the FARS model for
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grasping. They study the interaction between anterior intra-parietal and premotor areas. They
also make predictions on neural activity patterns at population and single unit levels.

Moving on to models with more concrete applications, Yoshimi and Allen [65] propose an
integrated view with a robotic application. They describe a real-time computer vision system
with a gripper. A closed feedback loop control is used between the vision system and the
gripper. Visual primitives are used to assist in the grasping and manipulation. Bohme
and Heinke [5] implement the Selective Attention for Action model (SAAM) by taking into
account the physical properties of the hand including anatomy. Their model is based on the
fact that visual attention is guided by physical characteristics of objects (like the handle of a
cup). Mehta and Schaal [37] study the visuomotor control of an unstable dynamic system (the
balancing of a pole on a finger) with Smith predictors, Kalman filters, tapped-delay lines, and
delay-uncompensated control. After validation with human participants, they exclude these
models and propose the existence of a forward model in the sensory preprocessing loop.

5. Object recognition

5.1. Overview

In this section, we present models that are related to the ventral pathway of the visual cortex,
that is, models that have to do with form and object recognition. For many years, object
recognition has been one of the most challenging problems in the field of artificial intelligence.
However, for humans, this task is something so simple that we do it unconsciously within a
fraction of a second. For this reason, the visual cortex has been used as an inspiration in many
artificial vision systems.

There are many ways to categorize the different object recognition models present in the
literature. For the purpose of this chapter, we will discern two main categories: spiking
and non-spiking models. The principal differences between those two approaches are that
spiking models use bio-inspired spiking mechanism like STDP, synchrony and oscillations
while non-spiking approaches tend to use statistical methods to achieve brain-like behavior.
Spiking models are less popular in the literature because they tend to be computationally
more expensive. However, they offer models that are more biologically plausible, and in
specific cases more robust.

5.2. Non-spiking models

Since there are so many non spiking visual models in the literature, we further divide this
section into three parts. We first review bottom-up models, which are strictly feed forward.
We then review models incorporating top-down components, that is, models using feedback
from previous or learned data to influence the input. We then take a quick look at models
based on modeling visual attention.

5.2.1. Bottom-up models

One of the earliest models of the visual cortex originated in the work of Hubel and Wiesel[25].
They described a hierarchical organization of the primary visual cortex where the lower level
cells were responsive to visual patterns containing bars (edges-like). These “simple cells", as
they called them, are selective to bars of specific orientation, location and phase. Higher up
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Figure 4. Example of a hierarchical model [51], consisting of multiple layers organized hierarchically.
Each level in the hierarchy is composed of a layer of simple cells followed by a layer of complex cells.
The simple cells are doing an extraction operation, combining features of the lower level to form more
complex features. Complex cells are doing a pooling operation, selecting only the strongest (MAX)
features for passage to the next level.

in the hierarchy, they found what they called “complex cells”, which are insensitive to phase
and location in the visual field, but are still sensitive to oriented bars. This is explained in their
model by the complex cells having a larger receptive field than simple cells, thus integrating
outputs of many simple cells.

5.2.1.1. Hierarchical models

Inspired by the hierarchical model of Hubel and Wiesel, convolutional neural networks were
proposed. Good examples of such networks are LeNet-5[30] and HMAX][54]. As illustrated
in figure 4, a typical hierarchical model is composed of multiple layers of simple and complex
cells. As we go up in the hierarchy, lower level features are combined into more and more
complex patterns.

Simple cells achieve feature extraction while complex cells realize a pooling operation. Feature
extraction is done using the convolution between the input and the features, hence the name
“convolutional neural networks". The pooling operation can be achieved in many different
ways, but the most popular is the one used in the HMAX model, that is, the MAX operation.
The MAX operation selects the highest input on its receptive field, and thus only allows the
strongest features to be propagated to the next level of the hierarchy.
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5.2.1.2. Learning feature extractors

The biggest problem with convolutional networks is to find a way to learn good features
to extract at each level. In our visual cortex, visual stimuli are perceived from birth and
visual features are learned in function of what we see in our everyday life. In the primary
visual cortex, these features happen to be, as discussed earlier, edge extractors. Interestingly
enough, using natural image statistics, mathematical algorithms are able to reproduce this
result. Figure 5 shows some of the features learned with different algorithms. Moreover,
we can see that it is possible to learn these features in a topographical organization, just like
cortical maps.

Figure 5. Visual features learned using image statistics. The features on the right are obtained using
TICA (Topographic Independent Component Analysis) [26] and the left features are obtained using the
IPSD algorithm [28]. In both cases, the features are learned in a pinwheel fashion, using unsupervised
learning.

However, those features are only first level features, and learning good features for higher
levels is a great challenge. Networks composed of multiple layers are typically referred to
as “Deep Belief Networks”. Hinton et al. [22] were the first to be able to effectively learn
multi-level features using his RBM (Restricted Boltzman Machine) approach. This learning
method has later been extended to deep convolutional networks [48]. An approach combining
RBM and a convolutional approach has also been proposed [31].

However, deep belief networks are not the only way to learn feature extractors. The SIFT
features [32] are a very popular and for a long time have been considered state of the art.
More recently, it has also been shown that the concepts behind SIFT features are biologically
plausible [40].

5.2.2. Top-down models

As mentioned earlier in the planning section, the brain is very good at anticipating our
environment. While this is obvious for applications such as target tracking, this behavior
is also applied to object recognition. When we see an object, a top-down process based partly
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on the context and the shape of the object helps the recognition process. This section presents
some of the models trying to reproduce this prediction process.

One of the fist models to include a top-down process involving prediction was an hierarchical
neural network incorporating a Kalman Filter [49]. An improved version of this model has
since been proposed [41], where sparse coding is used as a pretreatment. Another model using
top-down prediction to influence inputs is Grossberg’s ART model (Adaptive Resonance
Theory)[18]. If complementarity is detected between ascendant (bottom-up) and descendent
(top-down) data, the network will enter a resonance state, amplifying complementary data.
Hawkins has proposed the HTM model (Hierarchical Temporal Memory) [20] [16], which is
based on a hierarchical Bayesian network.

Another category of top-down models are the ones learning a compositional representation
of objects. They learn object structures by combining objects parts, and can then use this
representation in a top-down fashion to help recognition or fill in missing elements. One such
approach is known as hierarchical recursive composition [70]. This method is able to form
segments of objects and combine them in a hierarchical representation that can be used to
segment and recognize objects. Another approach using a compositional method is based on
a Bayesian network [45]. They demonstrate the power of their system by showing their ability
to construct an image of an object using only their top-down process.

5.2.3. Visual attention models

Visual attention models try to reproduce the saccadic behavior of the eyes by analyzing
specific regions of the image in sequence, instead of perceiving the whole image
simultaneously. One of the first models of pattern recognition using the concept of visual
attention has been proposed by Olshausen [44]. The visual attention process is driven by
the interaction between a top-down process (memory) and bottom-up data coming from the
input. In this section, we quickly review some of the most recent models for both bottom-up
and top-down guidance of the visual glaze.

Bottom-up visual attention models mostly rely on visual saliency maps. Such maps use
algorithms trying to reproduce the visual saliency properties observed in the biological visual
cortex. Examples of such maps are given in figure . Many algorithms for computing such
maps have been proposed. For a recent review of the most popular of these algorithms, refer
to the work of Toet [58].

5.3. Spiking and synchronisation models

All the neural models presented until now in this section are using simpler neuron models that
do not have a time component. They give a numerical value as output, that can be interpreted
as a strong firing rate if the value is strong, or weak otherwise. However, they do not generate
spikes as biological neurons do. By modeling spikes, we can model a phenomenon such as
synchronization, oscillation and Hebbian learning.

5.3.1. Spiking models

This section presents general models using spiking neurons in a way that is not using
synchrony or oscillation. Many models have been proposed to achieve spike-timing-
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Figure 6. Example of saliency map. Using a JET color map, regions in red are considred to be more
visualy salient. The saliency was computed using the FastSUN algorithm [42].

dependent plasticity (STDP). Thorpe and Masquelier have proposed an implementation
of HMAX using spiking neurons [35]. They show that such hierarchical models can be
implemented and trained using STDP.

Another concept that can be implemented using spiking neurons is rank-order coding (ROC).
In ROC, the activation order of neurons transports information. Neurons firing first represent
more important information than neurons firing at a later time after presentation of stimuli.
A recognition model based on this principle is the SpikeNet network [9].

Many spiking models are now proposed to achieve different vision tasks. For instance, a
vision system achieving image recognition using spiking neurons [55] has been shown to be
robust to rotation and occlusion.

5.3.2. Synchrony models

Most of the vision models based on synchrony and oscillations are based on the binding
problem and the binding-by-synchrony hypothesis. In this section, we first give a quick
overview of what is the binding problem and we then describes some of the models
implementing it.

5.3.2.1. The binding problem

A fundamental dilemma in the brain, or in any recognition system, is the combinational
problem. When a signal is perceived, it is broken down into a multitude of features, which
then need to be recombined to achieve recognition. This has been defined by Malsburg [61] as
the “Binding Problem”.

One solution proposed to solve the binding problem is the binding-by-synchrony hypothesis.
According to Milner [38] and van der Malsburg [61], groups of neurons in the brain can be
bound by synchrony when these groups belong to a same external entity. The validity of this
hypothesis is however highly debated in the literature. The binding problem itself is highly
controversial [50]. In fact, no real evidence has yet been found regarding the synchronization
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Figure 7. The binding problem [11]. In the leftmost column, we have an image from which 4 features are
responding. Each feature is represented by a neuron spiking through time in the lower part of the figure.
The binding problem consists in grouping these features together to recognize objects. The
binding-by-synchrony offers a solution to this problem by using rhythmic oscillations. Features
belonging to a same object will oscillate in synchrony, as shown in the middle column, where all the
features combine to form a vase. In the rightmost column, with the same 4 features responding, 2
distinct groups of oscillation occur, thus forming 2 faces looking at each other.

of groups of neurons encoding an extended object [60]. Most studies however agree that
synchrony and oscillation plays a role in the functioning of the visual cortex. Mechanisms
such as binding-by-synchrony and temporal binding could very well be occurring in higher
areas of the brain which are harder to study and understand [60].

5.3.2.2. Binding-by-synchrony models

One of the most popular models based on temporal binding is the LEGION network[63]. It
was first developed to provide a neurocomputational foundation to the temporal binding
theory. There are many applications for legion in scene analysis, particularly for image
segmentation[67]. Pichevar and Rouat then proposed the ODLM network [46], which extends
the LEGION model. ODLM is able to perform binding and matching in signal processing
applications that are insensitive to affine transforms. Therefore, patterns can be recognized
independently of their size, position and rotations. They have shown how binding can be
used to segment and/or compare images based on pixel-values, and also to achieve sound
source separation.

Slotine and his group have also proposed a model based on synchronization [66] that achieves
visual grouping of orientation features. However, they do not use real images, but only
orientation features. The only binding model that reproduces the vision process from real
images is the Maplet model [52] from Malsburg’s lab. Their model is computationally quite
intensive, but is able to achieve face recognition.
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6. Conclusion

This chapter presented different types of models of the visual cortex. We first discussed the
idea that the visual cortex is in fact only a part of a more complex system, cooperating with
other sensorial areas. However, because models are mainly used for simplifying reality, we
then focused on vision specific models. We first presented models closely related to biology,
with models directly trying to reproduce biological data, and others trying to reproduce the
global architecture of the visual cortex. We then presented models related to movement
detection and planning. Anticipation being an important mechanism in the brain we
presented models using vision for planning and controlling movements. Finally, we glanced
through vision models related to form and object recognition. We looked at feedforward and
top-down models, as well as models based on neural synchrony and oscillations. Since all
these models are very different, there is no consensus on how the visual cortex should be
modeled. Also, all models do not have the same goals. The best possible model for a given
situation is the simplest model that allows reaching the targeted goals.

We have only given a small overview of all the models of vision reported in the literature. This
chapter was only intended to have a quick peek into the world of visual cortex models. We
also have to keep in mind that our current understanding of the brain is far from complete.
What we are doing right now is akin to trying to understand the mechanics of the ocean by
studying one drop of water at a time. Considering the rapid evolution of knowledge about the
brain, it is quite possible that some of the currently available models may become obsolete.
But this is the basic characteristic of any scientific endeavor.
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