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1. Introduction 

The design of modern internal combustion (IC) engines requires the understanding and 
quantification of many physical phenomena, including their impact on engine performance 
and emissions. In fact, the investigation of thermo-fluid-dynamic processes, combustion, 
performance and emissions is essential to fulfil the emission regulations, that are becoming 
more and more severe. Although the experimental analysis of such processes is mandatory 
to obtain fully quantitative results, the application of numerical simulation techniques is 
continuously increasing in popularity amongst the research community. This is due, on one 
hand, to the increased accuracy of specific sub-models, which are dedicated to several 
physical aspects in IC engines, and, on the other hand, to the availability of computational 
resources of increasing power. Nowadays, simulation tools can range from zero-
dimensional analysis tools of the combustion process in the engine chamber, to complete 
three-dimensional simulation models of turbulent flows and combustion. 
This chapter is intended as an overview of the state-of-the-art of 1-D computational fluid-
dynamics (CFD) and thermo-dynamic tools applied to IC engines, with specific reference to 
compressed natural gas (CNG) fuelling. Moreover, the specific modelling approaches of the 
authors are presented, within the 0-D and 1-D frameworks. 

2. 1-D engine simulation 

1-D simulation tools are based on the solution of the inviscid form of the conservation laws 
of mass, momentum and energy (Euler equations). The equations are actually written in a 
‘generalized’ form, in which ad-hoc terms are added, in order to properly simulate the 
friction and heat-exchange effects at the pipe walls. Furthermore, they are written in a quasi 
1-D approach, as the variations of any dependent variable in a direction orthogonal to the 
flow direction are neglected, and at the same time the changes in the flow cross-section 
along the pipe axis are accounted for. 
In the last two decades, several commercial 1-D CFD tools have specifically been developed 
for engine flow simulation: among others, GT-Power (Gamma Technologies), Wave 
(Ricardo), Boost (AVL), and AMESim (LSM). Among the different classes of computational 
models, such tools are often a good compromise between accuracy, the required CPU time, 
and completeness of the engine system that can be analyzed. 
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1-D codes are designed to simulate the unsteady flow throughout the whole engine system, 
as well as throughout the whole engine cycle. The essential processes of the complete engine 
system are described by means of mathematical equations in such a way that the physical 
states, such as pressures, temperatures and mass flows, can be calculated in all the 
computational volumes and at all the instants. These codes allow the calculation of any 
engine-relevant cycle-averaged parameter which is useful for the assessment of the engine 
performance: torque, power, indicated work, volumetric efficiency, fuel consumption, and 
so on. Engine-oriented 1-D codes have increasingly been used in order to support the engine 
design phase (Winterbone & Pearson, 1990; Blair, 1999). Their application usually starts 
from the calibration of an engine model in a ‘baseline’ configuration, on the basis of 
experimental data. Then, the predictive model is used to estimate the impact of a different 
engine configuration on the performance, the efficiency and the emission levels: among 
others, the inlet and exhaust pipes length and diameter, the turbocharger characteristics, the 
valve actuation and timing, and the combustion-management strategies, can be modified 
(Badami et al., 2002; Baratta et al., 2010; Galindo et al., 2004; Vitek et al., 2006). 1-D codes are 
often used to provide time-dependent boundary conditions for three-dimensional in-
cylinder turbulent-flow simulations. 
The quasi 1-D approach is adopted in the engine intake and exhaust systems, which can be 
considered as assemblies of pipe elements. Other engine components are modelled by 
means of the zero-dimensional approach, usually combined with ad-hoc lumped parameter 
models or performance maps. Cylinders, injectors, valves, compressors and turbines are 
simulated in this way, and their behaviour is properly coupled to that of the 1-D 
computational domain. 
A brief overview of the main engine-components modelling approaches is provided 
hereafter. Then, the main issues concerning the model tuning procedure are discussed. 

2.1 Cylinders 

For the mathematical description of the physical processes that occur within cylinders, it is 
worth distinguishing between the gas exchange and the high-pressure phase. Only during 
the gas exchange, do mass flows occur between the cylinder and the connected pipes and 
manifolds through the valves. Cylinders are usually zero-dimensional parts in which a uni-
form pressure is assumed. The temperature is considered uniform in the gas exchange phase 
and in the high-pressure cycle prior to the start of combustion, whereas a two-zone (burned-
unburned) methodology is followed after the start of combustion and prior to the opening 
of the exhaust valve (see, for example, Gamma Technologies, 2009). Sometimes a multizone 
approach is followed, in order to accurately describe the burned-gas temperature distribu-
tion and the pollutant formation mechanisms (Baratta et al., 2006, 2008; Onorati et al., 2003).  
When one or more valves are open, the cylinder-content evolution is governed by the 
continuity equation and the First Law of Thermodynamics: 

  cyl in outdm m m dt    (1) 

    cyl cyl cyl out cyl in indQ pdV d m U m i m i dt       (2) 

in which the symbols U and i denote the internal energy and the enthalpy, respectively, Q is 
the heat transfer to the walls, and Vcyl is the instantaneous chamber volume. During the 
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high-pressure phase, flow leakages from the combustion chamber are usually neglected, 
which means that the trapped-air mass mcyl is considered constant. The charge 
thermodynamic state can be calculated, prior to the start of combustion, by solving the First 
Law of Thermodynamics, under the assumption of a constant mass and considering a 
uniform temperature distribution inside the chamber (single-zone approach): 

 cyl cyl cyldQ pdV m dU    (3) 

It should be noted that a suitable correlation for the heat transfer between the charge and the 
cylinder walls is needed (Catania et al., 2001; Heywood, 1988): this point will be discussed in 
the following subsection. 
After the onset of combustion, four variables are required, whenever the two-zone approach 
is followed, to define the charge state, at each time step: pressure (p), unburned and burned-

gas temperature (Tu and Tb, respectively), and burned-mass fraction ( b b
b

tot b u

m m
x

m m m
 


). 

Although the exact set of equations which is actually implemented can be different from one 
distributed code to another, a general framework exists. The required variables are 
calculated by implementing a suitable form of the energy conservation equation for the 
unburned zone and for the whole cylinder content, of the conservation of the instantaneous 
cylinder volume, and of a so-called ‘combustion model’. 
The formulation of the energy conservation law is common to both simulation and 
diagnostic models, and can be written in the following form (Catania et al., 2003): 
Unburned-gas region: 

  1u u b cyl udQ V dp x m di     (4) 

Cylinder content: 

      1u b cyl b u cyl b b cyl u cyl b bdQ dQ V dp i i m dx x m di m x di         (5) 

The conservation of the chamber volume can be used to derive an equation that links the 
pressure at a given crank angle to Tu, Tb, and xb (Baratta et al., 2006): 

  p 1cyl
b u u b b b

cyl

m
x R T x R T

V
      (6) 

The enthalpy of the burned and unburned gases is determined in Eqs. (4-5) for each 
chemical species, by means of polynomial functions of the gas temperature. JANAF tables 
can be used for this purpose (Baratta et al., 2006; Catania et al., 2003, 2004). The unburned-
gas enthalpy includes the contribution of the fuel chemical energy which is released during 
combustion. The equation set is closed by introducing a ‘combustion model’, that allows xb 
in Eqs. (4-6) to be defined. Combustion modelling is a fundamental feature of engine simula-
tion codes. Its primary objective is to predict, or to specify, the rate of heat release (that is, 
the rate at which the chemical energy of a fuel is converted into thermal energy of burned 
gases) and hence the in-cylinder pressure evolution. Basically, the combustion model can be 
non-predictive or predictive. 
A non-predictive combustion model simply imposes a burn rate as a function of the crank 
angle. The prescribed burn rate will be followed, regardless of the conditions inside the 

www.intechopen.com



 
Computational Simulations and Applications 

 

262 

cylinder. With reference to SI engines, the Wiebe function allows the almost S-shape of 
experimentally observed burn rates to be reproduced (Heywood, 1988). The Wiebe function 
is completely straightforward to apply, but on the other hand, it does not contain any 
description of the various physical phenomena, such as the in-cylinder turbulence level or 
flame-turbulence interaction. Hence, such an approach should only be followed when the 
purpose of the engine simulation model is to investigate the effect of a variable that virtually 
does not influence the burn rate. The accuracy of the Wiebe-function approach can be 
enhanced by including ad-hoc lookup tables in the model for the Wiebe parameters. This 
procedure has successfully been followed by many researchers (see, for example, Baratta et 
al., 2010; Lefebvre & Guilain, 2005). In (Baratta et al., 2010), a large number of experiments 
were carried out on an engine test rig under steady-state operating conditions at different 
engine speed (N) and brake mean effective pressure (bmep) values. A heat-release analysis 
was then carried out with the specific tools embedded in GT-Power, and the obtained 
parameters were organized in lookup tables as functions of N and bmep. 
An alternative approach, which was pioneered in (Blizzard & Keck, 1974), is to use 
predictive combustion models. These models consist of phenomenological correlations for 
the turbulent burning speed, and are based on physical principles, so that they can account 
for any changes in the in-cylinder flow, combustion chamber geometry, mixture properties 
and thermodynamic state, spark timing, and so on. The topic of predictive combustion 
models will be dealth with in a dedicated section of this chapter. 

2.2 In-cylinder heat transfer 

In a zero-dimensional first-law analysis of the indicated cycle in an IC engine (Eqs. 1-6), the 
heat transfer term has to be estimated. This is usually done on an instantaneous, spatially 
average basis, using Newton’s law: 

  w

dQ
h A T T

dt
     (7) 

where h is the convective heat-transfer coefficient, A is the gas-wall contact area, T is the gas 
temperature, Tw is the wall temperature. The Woschni correlation (Sihling & Woschni, 1979; 
Woschni, 1967) is by far the most frequently applied relation for this purpose. The Woschni 
correlation defines a spatially-averaged convective coefficient: 

      
0.8

0.2 0.8 0.55
02

W m
h c D m p bar T K w

sm K

           
 (8) 

where, in the original Woschni’s paper, c0=130, and w is an average gas velocity, which was 
assumed to be made up of a term proportional to the mean piston speed, and another 
proportional to the difference between the instantaneous pressure and the instantaneous 
motored pressure (at the same crank angle). 
As far as the c0 coefficient is concerned, there is evidence in the literature that a fine tuning is 
needed if accurate results are desired (Baratta et al., 2005; Catania et al., 2003; Guezennec & 
Hamada, 1999). Tuning can be performed when the Woschni correlation is applied to 
estimate the heat transfer in a diagnostic tool, in which the experimental in-cylinder 
pressure trace is analyzed and the heat-release law is calculated. For example, a method for 
calibrating the heat transfer coefficient was proposed and assessed in (Catania et al., 2003), 
based on the measurement of the exhaust emissions, with specific reference to HC, CO, and 
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H2, and on an energy balance of the whole cylinder charge, from the start to the end of 
combustion. When the correlation is employed for predictive indicated-cycle calculations, 
the heat transfer coefficient can be set on the basis of experience previously acquired on 
similar engines, or can be calibrated at a few engine working points with the support of 
experimental tests, combined with diagnostic analysis. Lookup tables for c0 can then be 
included in the engine model. 
A different approach can be followed if a predictive combustion model is applied, as will be 
detailed in the ‘Predictive 0-D combustion models’ section of this chapter. Since such a 
combustion model needs the support of a zero-dimensional in-cylinder fluid flow and 
turbulence submodels, the same flow model is sometimes used to estimate an equivalent 
fluid velocity and, hence, the convective heat transfer coefficient (see, for example, Gamma 
Technologies, 2009; Hountalas & Pariotis, 2001; Morel & Keribar, 1985). 
Although most of engine 1-D simulation codes determine the instantaneous heat flux 
through Eq. (7), many research works (Alkidas, 1980; Catania et al., 2001; Enomoto & 
Furuhama, 1989) have pointed out a phase lag and an attenuation of the heat flux calculated 
using the conventional convection law, with respect to the measured heat-flux distributions 
vs. crank angle. For this reason, in order to take the unsteadiness of the gas-wall tempera-
ture difference into account, the following unsteady formulation for Newton’s convection 
law was proposed in (Catania et al., 2001): 

 w
w

p

d T TB
Q h A T T K

S dt

 
     

  
 (9) 

where: B is the bore diameter, Sp the mean piston speed, and K a dimensionless coefficient 
that has to be calibrated. 

2.3 Turbochargers 

The turbocharger sub-model is a critical part of the overall model of a turbocharged engine. 
The approach followed in most 1-D simulation tools is to include turbocharger performance 
data in the form of lookup tables (Gamma Technologies, 2009), which are processed by the 
software in order to obtain the final interpolated maps. The interpolation procedure can be 
either fully automatic or partially controlled by the user. However, the final map quality is 
dependent to a great extent on the amount and quality of the available experimental data, 
which are usually measured in a flow rig under steady-state conditions. 
The detailed turbocharger modelling technique which is followed by the GT-Power code is 
described hereafter. The approach is similar to those followed by the other codes that are 
available in the market. 
GT-Power handles measured compressor and turbine performance tables in SAE format, in 
which the data are organized as several “speed lines” according to standards J922 and J1826. 
The data for each speed line consist of mass flow rate, pressure ratio and thermodynamic 
efficiency triplets. As an example, Fig. 1 shows the raw turbine map data for a turbocharger 
which is installed on a 7.8 litre CNG engine (Baratta et al., 2010), in terms of reduced mass 
flow (graph on the left) and efficiency (graph on the right) versus pressure ratio for different 
speed lines. Quantities on abscissa and vertical axis have been normalized to their 
maximum value. Each coloured line refers to a different reduced speed nred. In GT-Power, 
the performance tables are pre-processed so as to create internal maps that define the 
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performance of the turbine and compressor over a wide range of operating conditions. The 
topic of turbine table pre-processing is described hereafter, as it is generally accepted that 
turbine data quality is the most critical point in turbocharged engine simulation (Baratta et 
al., 2010; Westin & Ångström, 2003; Westin et al., 2004; Winkler & Ångström, 2007). Turbine 
data pre-processing uses the well-known characteristics of turbines regarding efficiency, 
reduced mass flow rates and blade speed ratio (BSR). Namely, for a fixed-geometry turbine, 
the efficiency and reduced mass flow rate should lie on specific trend lines when plotted 
against SBSR U C , provided each quantity is normalized to its value at the maximum 
efficiency point on the actual speed line. U is the rotor blade tip speed and CS is the gas 
velocity that would be achieved by an isentropic expansion across the turbine stage. The 
application of the GT-Power approach to the turbocharger data in Fig. 1 is shown in Fig. 
2a,b. The agreement between the experimental data and the fit curves in Fig. 2a,b highlights 
the accuracy of the procedure for a wide range of BSR values. Figures 2c,d show the 
complete extent of the mass flow and efficiency maps, which are obtained on the basis of the 
fit curves, including the extrapolated ranges of nred and PR. These plots are a graphical 
representation of the maps used internally by the code for the turbocharger simulation. 
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Fig. 1. Raw turbine performance maps. Each quantity is normalized to a specific value 
(Baratta et al., 2010). 

The turbocharger maps are lumped-parameter models which are fluid-dynamically coupled 
to the surrounding 1-D pipe elements. For a given pressure ratio (imposed by the pipes at 
the compressor and turbine boundaries), and for a given shaft speed, which is the same for 
both the compressor and the turbine, the maps provide a value of the mass-flow rate and the 
efficiency. Such values can be adjusted by means of a mass-flow and an efficiency multiplier 
(MFM and EM, respectively), and are then used in the calculations. The mass-flow rate is 
imposed as a boundary condition in the adjacent pipes, and the PR and the efficiency are 
used to compute the instantaneous turbine and compressor power. The unbalance between 
these powers determines the change in the shaft speed in the actual time step, according to 
the following equation: 

 
1 ' 1

0 0'
, ,

1 1
' 1 1 shaft

exh trb p in trb air p in cmp cmp TC
shaft cmp

d
m c T PR m c T PR I

dt

 
  


 

     
                

   (10) 
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where airm  is the mass flow rate through the compressor, exhm  is the mass flow rate of the 

exhaust gases through the turbine, cp is the specific heat at a constant pressure of the air,  is 
the ratio of the specific heats of the air, ’ is the ratio of the specific heats of the exhaust 
gases, T0in,cmp is the total gas temperature at the compressor inlet, PRcmp is the pressure ratio 
across the compressor, and ηcmp and ηtrb are the efficiencies of the compressor and the 
turbine, respectively. Finally, shaft is the shaft rotational speed, and ITC  denotes the whole 
turbocharger (compressor, turbine and shaft) inertia. 
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Fig. 2. Turbine performance maps. (a), (b) mass flow and efficiency fit versus data as 
functions of BSR; (c), (d) final turbine mass flow and efficiency maps, including the 
extrapolated range of reduced speed and PR (Baratta et al., 2010). 

2.4 Performance of compressors and turbines 

The potential need to adjust the mass-flow or the efficiency multipliers has long been known 
(Baratta et al., 2010; Gamma Technologies, 2009; Westin & Ångström, 2003; Westin et al., 
2004). 
As far as the compressor is concerned, differences in installation may influence the 
compressor surge-line shape, as surge depends on the compressor inlet and delivery 
arrangements (Baines, 2005). The position of the surge line will therefore vary from the gas 
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stand to the engine, and from one engine installation to another. Fortunately, these 
variations are quite small in many cases. Due to the limited extent of the pulsating flow, 
which is usually observed at the compressor side, it has been found that the compressor 
averaging point can be predicted with good accuracy without having to adjust the 
compressor map. Both the compressor speed and pressure ratio usually fit well the 
measured values (Westin & Ångström, 2003). 
 

 
Fig. 3. Simulated compressor and turbine operating points for the maximum torque 
operation point of a TC 7.8 litre CNG engine. Steady-state engine operating conditions, 
N = 0.55 Nmax. 

Conversely, the power from the turbine often has to be adjusted for each single operating 
conditions for many reasons (Westin et al., 2004): 
- The flow entering the turbine in the engine installation is heavily pulsating, whereas the 

turbine performance maps are usually measured under steady-state conditions; 
- During each engine cycle, the pulsating flow covers a large operating range, and this 

means that a large portion of the map is covered for each cycle. Often, the map is not 
measured with a large enough range, thus the software needs to extrapolate it, and this 
extrapolation may be a source of error; 

- In most cases, the maps are not measured for the low-speed range of the turbocharger. 
Consequently, for low engine speeds, the calculation depends on a map portion which 
is usually extrapolated; 

- The engine exhaust temperatures can be substantially higher than the gas temperatures 
used when measuring the maps. 

Figure 3 shows the simulated compressor and turbine operating points for the maximum 
torque operation point of a TC 7.8 litre CNG engine (Baratta et al., 2010), under steady-state 
engine operating conditions. The black lines show the excursion of the compressor and 
turbine working point on the map during the engine cycle (two lines are plotted for the 
turbine, which is of the twin-entry type). The empty circles denote ‘average’ points, which 
are given by the time-average of the mass-flow rate and pressure ratio. The different extent 
of the pulsating flow at the compressor and at the turbine side is apparent. 
As regards the turbine, the EM factor actually accounts for two processes (Baines, 2005): the 
fraction of the exhaust-gas energy that is available at the turbine inlet, which depends on the 
engine exhaust-pipes arrangements, and the efficiency with which the turbine converts this 
energy into shaft work. The correction does not, therefore, necessarily mean higher or lower 
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turbine efficiency under pulse-flow conditions, but rather that the overall efficiency of the 
whole exhaust system is different. This has recently been referred to as ‘apparent pulse 
turbine efficiency’ (Baines, 2005; Watson & Janota, 1982). 
The necessity of adjusting the turbine efficiency for each operation point would mean that is 
practically impossible to build a fully predictive 1-D model for a turbocharged engine. 
However, the problem can be overcome by organizing the turbine efficiency multipliers, 
obtained in the calibrated points, in a suitable form. For example, in (Baratta et al., 2010), the 
calibration of the turbine efficiency was carried out over a wide range of engine speeds and 
loads, with reference to a Heavy-Duty turbocharged CNG engine, and the obtained 
efficiency multiplier resulted to have a well defined trend when plotted against the turbine 
expansion ratio, as shown in Fig. 4. Such a trend is in agreement with the findings of 
(Watson & Janota, 1982), as well as with those of (Westin & Ångström, 2003), who calculated 
a multiplier value of 1.42 at partial load (i.e., low turbine expansion ratio) and of 0.69 at full 
load, for a 4-cylinder 2 litre gasoline-fuelled SI engine. ηtrb,apparent in Fig. 4 corresponds to ηtrb 
in Eq. (10). 
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Fig. 4. Ratio of apparent turbine efficiency under pulsating flow conditions to steady-state 
flow efficiency. Cycle-averaged PR is normalized to a specific value (Baratta et al., 2010). 

The turbine efficiency multiplier data, organized as in Fig. 4, can be very useful to allow the 
model to make reliable predictions of the turbine behaviour outside the calibration points. 
Furthermore, they are even more important if a transient simulation has to be performed. 
For example, (Baratta et al., 2010) considered the simulation of engine load transients at 
fixed speed,  and almost the whole curve reported in Fig. 4 was used by the software during 
the calculations. 
Finally, it is worth stressing that heat losses from the turbine are usually neglected in the 
simulations. (Westin et al., 2004) proposed an approach, based on experimental heat-transfer 
measurements, to account for the heat transferred from the turbine to the surroundings. In 
this way, the magnitude of the correction needed for the turbine efficiency decreased.  

2.5 Engine-model tuning procedure 

It is generally accepted that 1D models need a careful calibration procedure in order to 
obtain accurate results (Baratta et al., 2010; Gamma Technologies, 2009; Westin & Ångström, 
2003), especially for turbocharged engine applications. In fact, due to their combined one-
dimensional and zero-dimensional nature, these models are characterized by a simplified 

www.intechopen.com



 
Computational Simulations and Applications 

 

268 

description of many physical phenomena, such as: wall friction and heat transfer, 
concentrated losses, flow through the valves, fuel injection, and so on. Thus, they are 
generally not able to describe the engine fluid-dynamics accurately, unless semi-empirical 
input data are provided by means of the model calibration, which is usually carried out by 
adjusting specific model coefficients so as to accurately reproduce the experimental 
measurements taken at selected steady-state operating conditions. 
In order to calibrate the flow losses in the intake and exhaust pipelines of a SI engine, points 
at wide-open throttle are more significant, due to the very high mass-flow rate. However, 
part-load data should also be acquired, in view of using the model for predictive purposes 
over a wide range of operating conditions. In general, a 1-D model will unlikely be fully 
predictive (i.e., quantitative) outside the calibration region, though its results may still be 
significant as trends. If an engine is in the early stages of design, the experimental database 
may be incomplete, but measurements from other engines with common or similar 
components may still be useful. 

2.5.1 Combustion and in-cylinder heat-transfer model calibration 

The accurate prediction of the in-cylinder pressure trace is mandatory for a good estimation 
of the engine indicated power, which in turn is fundamental to achieve the correct value of 
the brake power and torque. For this reason, the in-cylinder pressure is almost always 
acquired, on a crank angle basis, on engine test rigs. Experimental in-cylinder pressure is the 
main reference data for the calibration of combustion and in-cylinder heat transfer models. 
The xb profile versus crank angle can be extracted by means of a diagnostic analysis (also 
known as heat-release analysis), (Catania et al., 2003; Guezennec & Hamada, 1999; 
Heywood, 1988). Then, the ‘experimental’ xb profile can constitute the basis for the 
calibration of a predictive combustion model, can be used to set up specific lookup tables for 
the Wiebe parameters (‘semi-predictive’ approach), or it can be directly imposed in the 
model. 
Some commercial codes, such as GT-Power, embed tools that are specifically developed for 
this purpose (Gamma Technologies, 2009). Using these embedded tools, most of the needed 
inputs for the burn rate calculation (such as trapped air-mass and residual fraction) can be 
worked out directly by running the simulation of the engine model. In addition, diagnostics 
is carried out with the same thermodynamics and chemistry as that used for the predictions. 
Sometimes, heat-release (HR) profiles from external diagnostic tools may be available. 
However, it should be pointed out that the different thermodynamic models between the 
diagnostic and the simulation codes can introduce additional uncertainties into the 
calculation of the gas thermodynamic properties as functions of temperature. For this 
reason, the tools provided by the adopted 1-D code for HR analysis should be used 
whenever possible. 
As far as the calibration of the heat transfer within the cylinder is concerned, two 
alternatives are possible. 
a. If the HR is worked out internally, the procedure allows the calibration of the heat 

transfer at the same time (Gamma Technologies, 2009). For example, the diagnostic tool 
embedded in GT-Power (‘EngBurnRate’ template) provides a few parameters that allow 
the heat-transfer calibration to be assessed. In particular, the heat transfer multiplier can 
be calibrated to minimize both the deviations of the so-called fuel ‘lower heating value 
multiplier’ (LHVM) from unity and the ‘cumulative compression heat release’. The code 
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determines LHVM on the basis of an energy balance, that is similar to the one proposed 
in (Baratta et al., 2005; Catania et al., 2003). 

b. If the heat release has been determined previously and is directly imposed, the heat 
transfer can only be calibrated on the basis of the match between the experimental and 
numerical in-cylinder pressure. However, in this case, such a calibration is also affected 
by an additional uncertainty, due to the calculation of the gas thermodynamic 
properties with different sub-models. In some applications, it may be acceptable to keep 
the standard C0 coefficient, and to match the cylinder pressure by slightly shifting the 
HR profile. However, the alternative a) is preferable. 

Once the heat transfer model has been calibrated at all the engine working points which 
have been investigated experimentally, the related heat-transfer multiplier values can be 
organized in lookup tables and then included in the engine model. 

2.5.2 Turbocharged engines 

The calibration procedure is more complex in the case of turbocharged engines, in which the 
compressor, the engine and the turbine are fluid-dynamically coupled. For turbocharged 
engine applications, it is not advisable to tune the entire model, consisting of the engine and 
the turbocharger, from the beginning. In fact, slight inaccuracies that are usually present 
before model tuning can make the compressor operation point (and, hence, the boost level) 
deviate to a great extent from the real one. In this case, it is very difficult to isolate the root 
cause of a performance problem (Baratta et al., 2010; Gamma Technologies, 2009; Westin & 
Ångström, 2003). For this reason, an engine model without the turbocharger should be built 
first. The intercooler outlet and the turbine inlet should be replaced by two environments in 
which pressure, temperature and fluid composition are properly set on the basis of 
measured data, and the model should be calibrated, as in the case of a naturally-aspirated 
engine. 

2.6 Steady-state engine-model tuning example 

The procedure outlined above allows the 1-D model of a turbocharged engine to obtain a 
rather high degree of predictability, not only in a qualitative sense, but also from a 
quantitative point of view. It was followed almost exactly in this way in (Baratta et al, 2010), 
from which Fig. 5 is taken. The engine features are reported in Table 1. 
As can be seen, the engine model is generally well calibrated in all the tested cases. With 
reference to the whole intake system, and the portion of the exhaust ports within the 
cylinder head, the wall temperatures at the fluid side were set to specific values, which were 
selected on the basis of the outcomes of the experimental tests. The wall temperature was 
evaluated taking account of the gas-wall heat transfer for the pipes downstream from the 
exhaust ports and the external temperature was set equal to the value in the cell cabinet. The 
intake and exhaust ports were modelled as straight pipes, and heat-transfer multipliers were 
thus introduced to account for the bends, roughness, the additional surface area and 
turbulence caused by the valves and stems (Gamma Technologies, 2009). There was no need 
to set heat-transfer multipliers elsewhere in the intake system or to add friction multipliers 
to the model because the pressures and temperatures in the engine manifolds and ports 
were well reproduced (Fig. 5a,c,d). The agreement between the simulated and experimental 
values of PFP (peak firing pressure, Fig. 5e) and engine brake torque (Fig. 5f) demonstrate 
the accuracy of the combustion and engine friction sub-models, respectively. The above 
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Fig. 5. Model results under steady-state working conditions, as functions of the engine 
speed. (a): Manifold Absolute Pressure; (b): air mass-flow rate; (c): Pressure at the turbine 
inlet (cylinder 1 side); (d): Temperature at the turbine inlet; (e): Peak Firing Pressure 
(cylinder 1); (f): Engine brake torque. Each quantity is normalized to a specific value (Baratta 
et al., 2010). 

calibration was made with reference to the engine model without the turbocharger. 
Subsequently, turbocharger and intercooler (IC) were added and the pressure at the turbine 
outlet was tuned first, acting on the friction multipliers of the pipes located downstream 
from the turbine. Then, the turbine MFM and EM were adjusted so as to match both the 
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experimental pressure at the turbine inlet and the experimental shaft speed, and to balance 
the turbine and compressor cycle-averaged power: 

 
1 1 '

0 0 '
, ,0 0

1
1 ' 1cycle cycleT T

air p in cmp cmp exh trb p in trb
cmp

m c T PR dt m c T PR dt
 

 


       
                         

    (11) 

Number of 
cylinders 6 (in line) Displacement 7.78 dm3 

Number of valves 4 (per cylinder) Compression ratio 11:1 

Bore 115 mm Turbocharged Yes 

Stroke 125 mm Intercooler Yes 

Table 1. Characteristics of a 7.8 litre turbocharged CNG engine (Baratta et al., 2010). 

In particular, it is worth referring to the WOT conditions in Fig. 5, in which the first three 
points (engine speeds between 0.35 and 0.5 on the normalized scale) were characterized by a 
closed waste-gate (WG) valve, whereas the WG was partially open for the remaining two 
points. In those cases, the EM was selected on the basis of both the shaft speed and the 
pressure at the turbine inlet. MFM was selected so as to match the experimental pin,trb in the 
closed-WG points, and was then kept constant in the open-WG ones. The combined effect of 
MFM, EM, and WG position resulted in a slight overestimation of the turbine backpressure 
compared to the experiments for the open-WG points (Fig. 5c), although the differences are 
consistent with the uncertainty of the pressure measurements. 

2.7 Transient engine simulation 
The simulation of the transient behaviour of an engine by means of a 1-D simulation code is 
more challenging than a steady-state modelling approach. In fact, in a steady-state simula-
tion, only the ‘converged’ results are significant, and the code is run until the differences in 
the engine variables are negligible in two consecutive simulated cycles. In a transient 
simulation, in which the engine speed and/or load versus time change, the model should 
accurately reproduce not only the engine variable at the end of the transient, but also their 
evolution versus time. 
Engine models that have to be used for transient simulation need a more careful 
calibration. In particular, it is not sufficient to set the model parameters with reference to 
the steady-state full-load conditions. This holds for all submodels, and was demonstrated 
in (Lefebvre & Guilain, 2006) for the combustion model. In fact, by simulating load 
transients using constant full-load combustion parameters, the model results presented 
unacceptable deviations from the experimental ones, and did not allow transient 
behaviour to be predicted correctly, or different engine configurations to be compared. 
The model inaccuracy decreased when the combustion process was modelled as a 
function of the engine load and speed, and the maps were included in GT-Power, and it 
was further reduced when the same procedure was followed for the in-cylinder heat-
transfer coefficient (c0 in Eq. (8)). A similar procedure was followed in (Baratta et al., 2010). 

The following aspects should also be taken into account: 
- The engine transient simulation should start from an already converged solution or, in 

other words, the ‘actual’ transient should be properly distinguished from the 
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‘numerical’ one. This can be achieved by running the model for a few seconds before 
the start of the ‘actual’ transient phase. 

- The friction, filling, and heat-exchange phenomena in the intake and the exhaust 
manifolds should be accurately simulated. This is mandatory for turbocharged engines, 
in order to reproduce the experimental pressure and temperature time-history at the 
turbine inlet. The thermal inertia of the pipes should be taken into account in the 
‘actual’ transient, whereas it should be neglected during the ‘numerical’ one, in order to 
shorten the thermal transient phase of the model. (Galindo et al, 2006) pointed out the 
great importance of the heat-transfer model in the transient calculations of a 1-D engine 
model. They presented a heat transfer model that is suitable to predict the transient 
operation of HSDI turbocharged engines when implemented in a 1-D gas-dynamic 
model. The model includes some selected correlations for the heat transfer coefficient 
for the different ducts and the engine cylinder. An important contribution of the work is 
the calculation of the wall temperatures by means of a three-node finite-differences 
scheme that accounts for thermal inertia. 

- The turbine EM should be quite accurate for turbocharged engines, during the whole 
simulation, as it influences the slope of the boost curve versus time. Besides, it could be 
useful to reduce the turbocharger inertia during the ‘numerical’ transient. 
Acceptable results were obtained in (Westin & Ångström, 2003) by calibrating the 
turbine efficiency in the initial and in the final points of a load transient, under steady-
state conditions, and by operating a linear EM interpolation during the transient 
evolution. In (Baratta et al., 2010), the EM was organized in a lookup table as a function 
of PR (see Fig. 4), and then included in the model. This led to a good model accuracy in 
different load-transient simulations. 

Figure 6 (Baratta et al., 2010) shows the model calibration results for a tip-in event of  the 
engine under study. The throttle was opened abruptly and the torque was varied from 
about 4.2% load to the steady-state values at WOT. Before applying the model to the 
transient simulations, the following changes were made: 
- The temperature time-history for the pipes between the compressor and the intercooler 

was accurately simulated, taking the gas-wall heat transfer into account; 
- the catalyst friction multiplier was organized in a lookup table as a function of the mass 

flow and was included in the model. 
The model resulted to be well calibrated. In fact, not only were the asymptotic values well 
reproduced but also the simulated slopes that occurred during the transient were 
comparable to the experimental ones. However, some discrepancies were observed in the 
time-histories of the temperature at the turbine inlet (Fig. 6d) and the brake torque 
(Fig. 6f). The main differences between simulated and experimental Tin,trb time-histories 
are that: 
- The simulated asymptotic value at the end of the transient is higher than the 

experimental one. This can be ascribed to an underestimation of the measured gas 
temperature, which is due to the heat transferred from the thermocouple to the pipe 
walls by both radiation and conduction, through the thermocouple stem (Baratta et al., 
2010; Westin & Ångström, 2003; Westin, 2005). 

- Due to thermocouple thermal inertia, the slopes of the simulated and measured 
temperature rise are different. Fast temperature oscillations, such as those calculated 
during the first transient phase, cannot be measured by the thermocouple (Westin & 
Ångström, 2003). 
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- The computed gas temperature, before the tip-in event, is lower than that measured 
during the experiment. Under such a partial load, the turbocharger group produces 
virtually no boost, which in turn has no practical influence on the transient simulation. 
Therefore, the calibration of the exhaust-pipe heat-transfer multiplier and wall 
temperature were not performed at this operating condition, and this likely contributed 
to the observed difference in gas temperatures. 

 
simulated experimental

 

0

0.25

0.5

0.75

1

N
o

rm
a

li
z
e

d
 M

A
P

 [
-]

0

0.25

0.5

0.75

1

N
o

rm
a
li
z
e
d

 b
o

o
s
t 

p
re

s
s
u

re
 [

-]

 
              (a)     (b) 

0.25

0.5

0.75

1

N
p

rm
a
li

z
e
d

 p
in

,t
rb

 [
-]

 0.6

0.7

0.8

0.9

1

N
o

rm
a
li

z
e
d

 T
in

,t
rb

 [
-]

 
   (c)     (d) 

  
0 0.25 0.5 0.75 1

Normalized time [-]

0

0.25

0.5

0.75

1

N
o

rm
a
li

z
e

d
 m

a
s

s
-f

lo
w

 r
a

te
 [

-]

 
0 0.25 0.5 0.75 1

Normalized time [-]

0

0.25

0.5

0.75

1

N
o

rm
a

li
z
e

d
 b

ra
k

e
 t

o
rq

u
e

 [
-]

 
   (e)     (f) 

Fig. 6. Model results under transient working conditions (load step at constant engine speed, 
N = 0.55 Nmax). (a) manifold absolute pressure, (b) boost pressure, (c) pressure at the turbine 
inlet (cylinder 1 side), (d) temperature at the turbine inlet (cylinder 1 side), (e) air mass-flow 
rate, (f) engine brake torque. Each quantity is normalized to a specific value (Baratta et al., 
2010). 

www.intechopen.com



 
Computational Simulations and Applications 

 

274 

The slight difference between the calculated and the measured brake torque at the transient 
end (Fig. 6f) can primarily be ascribed to an underestimation of the gas pressure 
contribution to the friction mean effective pressure under full-load operations. 
(Baratta & Spessa, 2009) modified the previous model with reference to the engine 
installation on a commercial vehicle for urban transportation. The model was extensively 
revised by modifying the pertinent pipe, bend and ‘flowsplit’ objects. In addition, the 
following differences were considered with respect to the dyno test-bed configuration: 
- The bus IC was of the air-to-air type, and displayed different volumes and temperatures 

than the water-to-air IC installed on the dyno test rig. This influenced the engine 
volumetric efficiency, the charge temperature and the wave propagation phenomena 
within the intake system. Therefore, it was necessary to revise the IC calibration, with 
specific reference to flow losses and heat transfer effects (surface roughness and 
material, and the related multipliers). 

- In the bus layout, the auxiliary components are driven by the engine, while most of 
them have an independent energy source or are even absent on the dyno test rig. For 
this reason, the engine friction-model was re-tuned in order to achieve a reliable 
estimation of the engine brake torque. 

The new model was tuned on the basis of a specific test, in which the hydraulic torque 
converter of the considered urban bus was kept under stall conditions by means of the 
vehicle brakes, while a quick opening of the throttle valve was actuated. Throughout this 
transient process, the engine torque demand was thus proportional to N2. As an example, 
Fig. 7 compares the experimental (black solid line) and simulated (red dotted line) time-
histories of the boost pressure, mass flow rate and engine speed for a load step from 
N / Nmax = 0.3 to 0.8. The same EM profile versus PR was used as in (Baratta et al., 2010). 

3. Predictive 0-D combustion models 

The reliability of the 1-D approach can be improved if predictive 0-D combustion models are 
used to predict the heat-release rate within the engine combustion chamber. The turbulent 
combustion process is a complex phenomenon that involves many chemical, thermo-
dynamic and fluid-dynamic aspects, which should be studied by adopting a three-dimen-
sional approach. However, as discussed in great detail by (Lipatnikov & Chomiak, 2002), 
even in this case, the development of a fundamentally substantiated model, that is, a model 
which is based only on the application of ‘first principles’, is very difficult. A possible, 
practical solution is that of shifting from the first principles to phenomenology, i.e., in the 
use of well established experimental facts and approximate descriptions of selected 
combustion-process characteristics which are assumed to be the main controlling factors. 
Similarly, predictive 0-D combustion models, which are the topic of this section, are based 
on a phenomenological description of the turbulent combustion process of a premixed fuel-
air mixture. Although they generally need a preliminary tuning procedure, they can 
potentially predict the dependence of the heat-release rate on, among other factors, in-
cylinder flow, combustion chamber geometry, mixture composition, thermodynamic state, 
and spark timing. Since the pioneering work of (Blizzard & Keck, 1974), a large number of 
papers have been published, which have focused on the development and/or the 
application of predictive combustion models to SI engines. A rather good review of the main 
aspects that have to be faced in a thermodynamic combustion model formulation can be 
found in (Velherst & Sheppard, 2009). 
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Fig. 7. Load step for an engine coupled to a stalled torque converter (Baratta & Spessa, 2009): 
experimental (solid black line) and simulated (red dotted line) time histories. Each quantity 
is normalized to a specific value. 

3.1 Introduction and overview 
The goal of a predictive combustion model is to predict the rate at which the unburned 
mixture is converted into burned gases. This allows the computation of the in-cylinder 
pressure through Eqs. (4-6). The different models are based on the definition of a ‘turbulent 
burning velocity’, Sb, and of a flame burning-front area Abf, whereas the flame-brush 
thickness is generally neglected. The flame area is often modelled assuming a spherical 
shape of the flame front, which gradually intersects the combustion chamber surfaces as it 
grows (see, among others, Baratta et al., 2008; Bozza et al., 2005; Wahiduzzaman et al., 1993). 
This assumption has been confirmed by experiments, at least for combustion chambers with 
sufficiently low swirl and tumble ratios. In a thermo-dynamic modelling approach, this is 
also the most reasonable a priori choice. In fact, a sub-model for the flame deformation by 
the in-cylinder flow would need detailed information on the flow motion characteristics, 
which is not compatible with the thermo-dynamic nature of the overall model. 
The evolution equation for the burned-gas mass fraction xb can be derived adopting two 
different approaches (Baratta et al ., 2006). 
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a. the ‘prompt burning’ approach: the mixture that is entrained through the flame front 
burns promptly. Thus, it follows that the increment in xb for each computational step of 
the combustion phase is: 

 
1

b u bf b
cyl

d
dx A S

m




  (12) 

Examples of models based on such an approach can be found in the literature (Baratta 
et al., 2008; Bozza et al., 2005; D’Errico et al., 2002; Wu et al., 1993; Yoshiyama et al., 
2001). 

b. the ‘entrainment + burning’ approach: the entrainment process is followed by a laminar 
burnout process in the region behind the flame front. The process is described by the 
following equations: 
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e u bf b
cyl

d
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m




  (13) 

 e b
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x x
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

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xe being the entrained mass fraction (Brown et al., 1996; Grill et al., 2006; Hattrel et al., 
2006; Poulos & Heywood, 1983; Wahiduzzaman et al., 1993). The rate of laminar 
burnout in eq. (14) is assumed to be proportional to the unburned mass behind the 
flame front. Since the burnout is postulated to take place at the laminar flame speed and 
over a typical length scale of the turbulence microscale, the time constant  in eq. (14) is 
given by the ratio of the Taylor turbulence microscale, , and of the laminar flame speed 
SL (Wahiduzzaman et al., 1993): 

 
LS

   (15) 

The calculation of the turbulent flame speed Sb, to be used in Eqs. (12) or (13), involves the 
evaluation of the laminar burning speed, SL, of the in-cylinder turbulence generation, as well 
as of the turbulence-flame interaction (Baratta et al., 2006). As will be shown later on, each of 
these aspects can exert a remarkable influence on the indicated cycle prediction. For this 
reason, the assessment of the accuracy of each of the adopted sub-models is often very 
difficult. A comparison between simulated and experimental or diagnosed combustion-
related quantities generally allows one to assess the overall simulation-model accuracy, 
which depends on how the different sub-model results are combined. A critical discussion 
of the main sub-models which are required is provided hereafter. 

3.2 In-cylinder turbulence sub-model 

In-cylinder turbulence modelling is required in a predictive combustion model, in order to 
quantify the increase in burning velocity, due to the turbulence, with respect to the case of 
laminar combustion. In the framework of thermo-dynamic models, a zero-dimensional 
model is usually applied, which provides a uniform value of the mean-flow velocity and of 
the root mean square (rms) turbulent fluctuation. The turbulence model results can also be 
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used by the in-cylinder heat-transfer sub-model, in order to derive a value for the convective 
heat-transfer coefficient. 
A rather simple, but quite widely applied model is the K-k one (Poulos & Heywood, 1983), 
which is based on a zero-dimensional energy cascade from the mean flow to the viscous 
eddy dissipation. According to such a model, the rates of change in the mean flow kinetic 
energy ( 21 2 cylK m U ) and in the turbulent kinetic energy ( 23 2 'cylk m u ) are, respectively: 

 21
2

o
i i

cyl

mdK
m v P K

dt m
  

  (16) 

 o
cyl

cyl

mdk
P m k

dt m
  


 (17) 

where: U is the average mean-flow velocity, u’ is the rms turbulent velocity, 
'3

i

u

L
   is the  

rate of turbulent kinetic energy dissipation per unit mass, Li is the characteristic size of the 
large-scale eddies, m is the mass in the cylinder, im  is the mass flow rate into the cylinder, 

om  is the mass flow rate out of the cylinder, iv  is the jet velocity entering the chamber and P 
is the rate of turbulent kinetic energy production. Since the turbulence model does not 
spatially resolve the flow parameters, the production term P is empirically estimated from 
mean flow quantities: 
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 (18) 

where the turbulent dissipation constant c is adjusted to give the expected profiles of u’ and 
U throughout the whole cycle. It is worth pointing out that the accuracy of a turbulent 
burning-speed model depends to a great extent on the unburned-gas turbulence evolution 
during combustion, which is normally thought to present a maximum near firing TDC 
(Baratta et al., 2008, Bozza et al, 2005, Heywood, 1988; Poulos & Heywood, 1983; Yoshiyama 
et al., 2001). Although the magnitude of such a maximum depends, among other factors, on 
the configuration of the combustion chamber and, to a lesser extent, on the intake system, its 
presence is generally modelled by means of heuristic approaches that add turbulence during 
compression and combustion. As an example, it can be seen that, in (Baratta et al., 2006, 
2008; Poulos & Heywood, 1983), as soon as the combustion starts, Eq. (17) is no longer 
integrated, and the evolution of the turbulence intensity and of the spatial macro scale is 
calculated by assuming conservation of angular momentum for large scale eddies, which 
gives rise to an increase in the unburned-gas turbulence. Eqs. (16) and (17) have recently 
been modified by adding ad-hoc compression-related terms that account for the density 
variation in the cylinder during the compression and expansion strokes. If such terms are 
introduced into the K-k model equations, these also have to be integrated through the 
combustion phase (Bozza et al., 2005). 
The main advantage of the K-k model is that of its simplicity. However, since the energy 
cascade is governed by the dissipation constant c, such a constant has to be set by the user, 
taking the combustion chamber geometry into account. In (Baratta et al., 2006), a sensitivity 
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analysis of the computed mean velocity and turbulence intensity was carried out in a range 
of c values of between 0.75 and 3.0. The experimental turbulence data close to TDC, taken 
in a similar motored engine to that under study, were in good agreement with the calculated 
levels when the value c=3.0 was employed. 
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Fig. 8. Distributions of diagnosed and computed Sb/SL, versus  (column on the left) and rb 
(column on the right), for different engine speeds – 2000cc 16v NA engine, CNG fuelling, 
bmep = 440 kPa, RAFR = 1.0, MBT timing (Baratta et al., 2006). 

(Morel & Keribar, 1985) tried to develop a rather innovative flow model, with an expanded 
physical basis, in order to reduce the necessity of adjustments to account for engine-to-
engine differences. The model was initially developed with reference to convective heat-
transfer estimation in Diesel engines, and was then extended to SI engines and to the 
prediction of the turbulence level, for Sb prediction purposes (Morel et al., 1988). The 
cylinder volume is divided into multiple regions: the central core region, the squish region, 
the head recess region, and the piston cup region. Some axial and radial velocities are 
calculated, at each time step in each region, from mass conservation and piston kinematics, 
whereas the other radial and axial velocities, which are essentially three-dimensional, are 
included in the turbulence. A swirl equation, based on the conservation of angular 
momentum under the hypothesis of solid-body rotation, is solved for each region. The 
turbulent kinetic energy and the dissipation rate evolution are predicted by means of the k- 
model equations (Wilcox, 1994), which were rewritten to account for a discretization into a 
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few regions, rather than into a multitude of computational nodes. Thus, the turbulent kinetic 
energy actually includes a wide range of scales, which are partially superimposed onto the 
mean-flow spectrum. A turbulence production term, due to the unburned-gas compression, 
is also included (Morel et al., 1988). As far as the prediction of the convective heat-transfer 
coefficient is concerned, Morel & Keribar’s model is expected to require fewer adjustments 
when it is applied to a new engine, due to its expanded physical basis compared to the 
previous models. However, when the accurate prediction of in-cylinder turbulence is 
required, as is the case of a predictive combustion model implementation, the proposed 
discretization of the k- model equations does not seem to be much more accurate than the 
very simple production term formulation given by Eq. (18). In particular, since a portion of 
the kinetic energy associated with the mean-flow scales is included in the turbulence terms, 
the simulated u’ velocity may be different from the turbulent velocity which is presumed to 
affect the combustion velocity. 

3.3 Turbulent flame-speed model 

Turbulent burning-velocity models start from laminar burning speed (SL) data for the 
burning mixture, and are based on the evaluation of both the turbulence level and the 
turbulence-flame interaction. The latter can be modelled through either a non-fractal or a 
fractal approach, taking the turbulence level into account. In the first approach, the 
entrainment velocity Sb is the sum of a convective component and a diffusive one 
(Wahiduzzaman et al., 1993): 

 2 2
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' 1
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 (19) 

rb being the burned-gas radius, Li the turbulence macroscale and Cs and Ck two fitting 
parameters. The term in brackets modulates the contribution of u’, in order to avoid an 
overprediction of the flame speed at the initial stage of combustion, when the size of the 
flame kernel is comparable with that of the turbulence eddies. 
The second approach is based on the fractal and laminar flamelet concepts (Baratta et al., 
2006; Gouldin & Miles, 1995), in order to represent the turbulent premixed flames. The 
laminar flamelet concept assumes that the combustion within a turbulent flame is confined 
to asymptotically thin moving laminar flamelets that are embedded in the turbulent flow. 
Since these thin layers behave like laminar flames, the turbulent burning velocity can be 
evaluated as the product of the surface area of the flamelets and the laminar burning speed, 
which is corrected to take stretch and flame curvature effects into account. The characteriza-
tion and evaluation of the flamelet surface area, in relation to the turbulence properties, 
have been the subjects of many studies (Gülder and Smallwood, 1995; Gülder et al., 2000; 
North & Santavicca, 1990). According to the fractal theory, the general expression of the 
correlation that links the turbulent flame surface area and speed to the laminar ones is: 
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where AT and AL are the wrinkled and mean flame front surface areas, Sb and SL represent 
the turbulent burning speed and the laminar flame velocity, o and i are the so-called outer 
and inner turbulence cutoff length scales, and D is the fractal dimension of the flame front 
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surface. The success and the applicability of these models depend to a great extent on the 
availability of reliable values for the inner and outer cutoff length scales and for the fractal 
dimension. Correlations to evaluate the cutoff length scales have been proposed, namely in 
(Gülder and Smallwood, 1995). 
The inner cutoff length scale i is taken equal to the turbulence micro scale : 
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 (21) 

The outer cutoff length scale has been taken equal to the integral turbulence scale, Li, in 
many studies (D’Errico et al., 2002; Wu et al., 1993). However, although this choice could be 
acceptable for stationary flames issuing from burners (Gülder et al., 2000), in SI engine 
combustion, in which the mean flame front is assumed to be spherical, the wrinkling effect 
of turbulence on the flame front should be a function of the ratio between the characteristic 
flame-front and eddy dimensions, because the initially regular flame front surface progres-
sively becomes more and more wrinkled as its dimension increases with respect to turbulent 
eddies. Therefore, (Baratta et al., 2006, 2008) replaced the integral length scale in Eq. (20) 
with a characteristic linear dimension of the flame front, i.e., the square root of its surface 
area. Furthermore, (Gülder et al., 2000) pointed out that, if the fractal geometry approach 
yields a true measure of the wrinkled surface area of the flame front, then Eq. (20) may not 
be a reasonable assumption for the turbulent premixed flames in the flamelet regime. In fact, 
small-scale turbulence can enhance the transfer of heat and species across the flame front. 
For this reason, (Baratta et al., 2006, 2008) introduced a pre-multiplying factor in Eq. (20), 
and argued that such a factor should be proportional to the average charge density, as an 
increased density means higher concentrations of reactive species near the flame front. Thus, 
the proposed formula for the turbulent burning speed was: 
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where hmin is the clearance height, Sp the instantaneous piston displacement from TDC, Abf 
the unwrinkled flame-front area, and CL a closure coefficient that depends on the engine 
fuelling and speed. n was found to be 1.25 for two different engines and 0 is the average 
density evaluated at a reference crank angle, which depends on the specific engine (Baratta 
et al., 2008). 
Although predictive combustion models have been developed as phenomenological models, 
they can simply be considered as mathematical descriptions that agree with the S-shaped 
mass-fraction burned observations. It is reasonable to use either Eq. (19) or the fractal 
approach (Eqs. (20) or (22)), coupled to the ‘prompt burning’ or the ‘entrainment + burning’ 
approaches, provided appropriate choices are made for Abf,  and the specific model’s 
constants. However, though it is not a general rule, virtually all the fractal models used in 
the literature are coupled to the ‘prompt burning’ approach, whereas the non fractal ones 
are implemented with the ‘entrainment + burning’ formulation. 
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The results of the application of the Baratta et al. model are reported in Fig. 8, in terms of 
predicted Sb/SL profiles versus crank angle and versus burned-gas radius. In the figure, 
‘exp.’ denotes the results of the multizone diagnostic model application (Catania et al., 
2004). Two calculation results are plotted: one is obtained through Eq. (22) and the other 
with the original Eq. (20) in which Li is used as the outer cutoff scale. The general good 
agreement between the predicted and experimental results in Fig. 8 clearly shows the 
capability of the model to describe the flame-turbulence interaction in the overall flame 
propagation interval, from the development to the extinction of the flame. Furthermore, as 
can be inferred from this figure, Eq. (22) can extrapolate a value of Sb/SL that is almost equal 
to 1 as rb approaches zero, in agreement with the flame propagation theory (Baratta et al., 
2006; Velherst & Sheppard, 2009). This supports the correctness of the introduction of the 

term bfA  into the definition of o, as well as of the term  0
n   to account for the 

reduced species and heat transfer across the flame front at low in-cylinder densities. If 
Eq. (20) is applied with o=Li, the modulation of Sb/SL is insufficient, and the model 
generally needs special measures for a correct end-of-combustion simulation (Bozza et al., 
2005; D’Errico et al., 2002; Wu et al., 1993). 
The model developed in (Baratta et al., 2008) resulted to be in quite good agreement with the 
experimental or diagnosed combustion-related parameters. The main attractiveness of this 
model is given by its ‘intrinsic’ capability to reproduce, with good accuracy, the Sb/SL 
modulation through combustion, as well as its straightforward calibration. In fact, the crank 
angle at which the 0 term is evaluated in Eq. (22) is the only parameter that should be set 
for a specific engine, and it is virtually independent of fuelling and operating conditions. An 
example of model validation is given in the column on the left of Fig. 9: with the exception 
of a couple of points, the agreement of the maximum in-cylinder pressure pmax and the 
maximum heat-release rate HRRmax is within a few percent. Obviously, the model accuracy 
could be improved if an ad-hoc model tuning is carried out for each operating point, but 
even with a fixed calibration set for a given engine and fuelling, the degree of accuracy is 
acceptable, and the model can be used for predictive purposes. 
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Fig. 9. Comparison between experimental/diagnosed and simulated quantities (left) and 
model sensitivity analysis (right) – 1200cc 8v TC engine, Methane fuelling, N = 3000 rpm, 
RAFR = 1.0, MBT timing. 
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The column on the right in Fig. 9 provides an example of the influence of the main sub-
models on the results of the overall model. In-cylinder turbulence and heat-transfer sub-
models are considered, and in addition, the influence of a slight change in the fractal 
dimension, D, is assessed. The ‘reference’ series is the same as in the first column, and 
represents the calibration in (Baratta et al., 2008). The deviation from the ‘reference’ 
calibration for each sub-model has been set on the basis of the uncertainty that can be 
expected in the adopted modelling framework. In particular, a deviation of 40% was 
considered for the turbulence level at the spark discharge, due to the significant 
approximations in the K-k model. An error of 30% is reasonable for the heat-transfer, 
especially if a diagnostic tool is not available for its calibration. Finally, the uncertainty on 
the fractal dimension D can be even higher than 0.01, since at present there is no agreement 
on its value (Baratta et al., 2006). As can be seen, for the considered deviation values, an 
increase in the heat-transfer coefficient has almost the same effect as a decrease in the fractal 
dimension. Both parameters can influence the model performance to a certain extent. As can 
be expected, the turbulence level exerts a remarkable influence on the overall model output. 
In particular, the bell-like shape of the u’ profile versus crank angle, although obtained 
through empirical formulas, is very important to obtain an acceptable Sb/SL profile.  
The above discussion confirms that the overall model accuracy depends on each specific 
sub-model formulation, as well as on the related calibration. A precise model prediction can 
be obtained by adopting very accurate sub-models, but also when the sub-models error 
cancel each other. A good predictive combustion model should be formulated and 
calibrated so as to be able to reproduce the engine indicated cycle with a reasonable 
accuracy over a wide range of operating conditions, and to capture the engine performance 
trends when a design or operation variable is modified. 

4. Conclusions 

In the present chapter, the problem of the 1-D simulation the fluid-dynamics, combustion 
and performance of SI engines has been analyzed in detail. Among the different aspects that 
have to be faced when approaching this problem, the discussion has been focused on the in-
cylinder pressure evolution versus crank angle, paying specific attention to the closed-valve 
phase, and on the turbocharger modelling. An accurate model tuning procedure has been 
outlined for both topics, and indications have been given on how the model could be made 
predictive, even in the presence of variable coefficients (such as, for example, the in-cylinder 
heat-transfer coefficient and the turbine efficiency multiplier). 
Although quite good results can be obtained adopting of the Wiebe approach for the 
simulation of combustion, provided lookup tables can be built from combustion 
experimental data for its coefficients, the reliability of the 1-D approach can be improved to 
a great extent if a predictive combustion model is used for the heat-release calculations. In 
this case, the researcher has different options, within the fractal or non-fractal frameworks. 
Attention has mainly been focused on the authors’ combustion model, but acceptable results 
can also be obtained with any model from the literature. In general, the accuracy of the 
overall simulation model depends on how the various sub-model results are combined. 
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