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1. Introduction 

Conventional methods of Urinary Tract Infection (UTI) diagnosis require determining the 
concentration and identity of the involved bacteria, as well as their susceptibility to various 
antibiotics, the so-called antibiogram. Such assays require repeated culturing of a sample 
and need at least 48 hours in order for bacterial colonies to be grown, counted, and exposed 
to antibiotics. However, the patient cannot remain untreated during this rather prolonged 
period before definitive diagnosis of the suspected infection becomes available. As a result, 
physicians prescribe broad spectrum antibiotics prior to antibiogram availability. This 
practice has many undesirable consequences, both short term and long term: (i) 
unsuccessful treatments leading to chronic infections, (ii) increased health care costs, and, 
most importantly, (iii) increased antibiotic resistance by a growing number of bacterial 
strains (Gruneberg, 1994; Casadevall, 1996; Cosgrove, S. & Carmeli, 2003; Alanis, 2005). 
Given these concerns, it is obvious that rapid and accurate identification of UTI pathogens 
as well as determination of their susceptibility to antibiotics would offer significant clinical 
benefits. Such methodologies are currently being developed and include the promising 
application of Raman spectroscopy for the diagnosis of UTIs. 
Recently, rapid diagnosis methods based on polymerase chain reaction (PCR) have been 
developed in order to bypass the need for culturing (Mothershed & Whitney, 2006) as well 
as to identify genes that confer antibiotic resistance (Rolain et al., 2004). Although such PCR 
assays are fast and very sensitive, they typically require species and strain specific probes 
that may or may not be available for a particular organism. In addition, amplification 
methods, like PCR, suffer from contamination problems, complex interpretation of results, 
as well as high costs. Mass Spectrometry is another method that has been proposed as an 
alternative approach for bacterial diagnostics without culturing (Chen et al., 2008). 
However, like the PCR approach, Mass Spectrometry also depends on prior knowledge of 
the pathogen under study and suffers from increased complexity and cost. 
Vibrational spectroscopies, like Raman spectroscopy, have been used, for the last few years, 
to detect bacteria with minimal sample manipulation (Maquelin et al., 2000; Schuster, 2000a, 
2000b). Classification of bacterial species, as well as of subspecies, has been achieved with 
great accuracy and speed, especially with Surface Enhanced Raman Spectroscopy (SERS) 
(Kneipp et al., 2006) which allows enhancement of the inherently weak Raman signal. More 
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recently, it was shown that bacterial susceptibility to antibiotics can also be determined 
using Raman spectroscopy and SERS (Liu et al., 2009; Kastanos et al., 2010; Kastanos et al., 
2011).  

1.1 Raman spectroscopy 

Whole organism fingerprinting is a relatively recent approach for the identification of 
pathogens based on their unique chemical characteristics with minimal sample preparation 
(Magee, 1993). Some of the techniques that are being evaluated for such fingerprinting 
include vibrational spectroscopic methods such as Fourier-Transform Infrared spectroscopy 
(FTIR), Raman Spectroscopy, and UV resonance Raman spectroscopy (UVRR). Vibrational 
spectroscopic features arise from the loss or gain of energy by photons which are 
inelastically scattered from a vibrating sample. This energy change results in an alteration of 
the photons’ wavelength which, in the case of organic molecules, is directly related to the 
vibrational states of its chemical bonds. Therefore, quantitative biochemical information can 
be extracted from the spectra. 
 

 

Fig. 1. A. Schematic showing the inelastic scattering of photons from an ethanol molecule. 
Energy from the incident light (green wave) is transferred to the molecule (top) causing a 
larger vibration (blue arrows) resulting in scattered light (bottom) with less energy and a 
longer wavelength (red wave). B. Raman spectrum of ethanol, indicating some of the major 
peaks and their relationship to the molecular bonds of that molecule. 

The Raman effect is observed when a very small number of photons incident on a molecule 
(about 1 in 107) are inelastically scattered, i.e. scattered at different frequencies than the 
frequency of the incident photons (Mahadevan-Jansen, 2002). A Raman spectrum is a plot of 
the intensity of scattered light versus the energy difference between the incident photons 
and the Raman scattered photons, and contains information about the chemical composition 
and the molecular structure of a substance (Fig. 1). A major limitation of Raman 
spectroscopy is the weakness of the Raman effect which results in very low signals, often 
below the limit of detection for dilute biological samples. In addition, Raman spectroscopy 
is not very selective with respect to the various molecules present in complex biological 
samples, resulting in highly congested spectra. Finally, Raman spectroscopy suffers from a 
strong fluorescence background which significantly decreases the dynamic range of the 
measurement. Even though FTIR is much more sensitive than Raman, its use in biological 
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systems is very limited due to the strong absorbance of water at those wavelengths. 
However, several publications have come out in the last few years that show discrimination 
of bacteria using FTIR and also quite complex classification analysis methods (Preisner et al., 
2008; Forrester et al., 2009). UVRR is also more sensitive than normal Raman and suffers 
from almost no fluorescence background. It has already been exploited for the 
discrimination of UTI bacteria (Jarvis & Goodacre, 2004b). The highly energetic nature of UV 
photons, however, can cause photochemical or burning effects on a sample and limits its use 
as a routine method for bacterial analysis. Additionally, excitation in the UV is not very 
useful for the discrimination of different species of bacteria as it mostly identifies nucleic 
acid bases which are not expected to vary significantly between different bacterial species. 
The widespread adoption of UVRR is also limited by the high cost and complexity of the 
equipment required. 
Raman spectroscopy has also been successfully applied to bacterial identification in the 
configuration of a Raman microscope which allows collection of spectra from single cells 
and enhances sensitivity. The group of Hutsebaut et al. have used Raman microscopy to 
identify samples belonging to 3 different Bacillus species (Hutsebaut et al., 2004). Xie et al., 
successfully classified 6 different bacterial species (Xie et al., 2005). Studies by Harz et al. 
(Harz et al., 2005) have shown that discrimination of different Staphylococcus species can be 
achieved with 95-97% accuracy not only at species but also at strain level. The same group 
have successfully discriminated 29 strains of bacteria derived from a variety of species 
(Schmid et al., 2009). Despite increased sensitivity, studies using Micro-Raman spectroscopy 
have to face a few unique challenges. First, the fact that imaging individual bacteria is a time 
consuming process that leads to inadequate evaluation of large samples. Second, the 
increased variability between spectra of individual cells, mostly due to variations in the 
growth stage of each cell, usually necessitates the use of classification methods of increased 
complexity. 

1.2 Surface enhanced Raman spectroscopy 

Surface Enhanced Raman Spectroscopy (SERS) is a variation of Raman spectroscopy which 
offers significant  enhancement of the signal (up to theoretical 1014 times) thus making 
detection faster, simpler, and more accurate. The enhancement is a direct effect of plasmon 
resonance, i.e. the unison oscillation of electrons on the surface of a metallic nanostructure as 
a result of incident light of the right, resonant, frequency. These oscillations produce an 
enhanced electromagnetic field in the proximity of the surface (Fig. 2.). If a sample is within 
a few nanometers (nm) from the nanostructure, it will experience this enhanced field and 
exhibit a stronger Raman signal (Kneipp et al., 1997; Nie & Emory, 1997; Moskovits, 1985; 
Vo-Dinh et al., 2005).  
SERS spectra also exhibit reduced data congestion compared to normal Raman spectra since 
the enhancement is significant only for molecules found on, or very close to, the SERS 
substrate. This method also significantly improves the dynamic range of the measurement 
due to the ability of SERS-active substrates to quench fluorescence. Finally SERS can be 
performed using simple, mobile and relatively inexpensive equipment providing a 
significantly improved signal at high speed and low cost.  
One of the first groups to work on the identification of bacteria by SERS is the team of 
Efrima et al. (Efrima & Bronk, 1998; Zeiri et al., 2002; Zeiriet al., 2004; Efrima & Zeiri, 2009). 
The SERS-active substrates they employed were mostly silver but also gold colloids. What is 
unique about their methodology is that they usually produced the colloid in the presence of 
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Fig. 2. Surface Enhanced Raman Spectroscopy (SERS). The proximity to a metallic surface or 
nanostructure exhibiting plasmon resonance (right) results in a much stronger Raman signal 
than the molecule alone (left.) 

the bacteria and not mixing pre-formed colloid with the sample. In addition, they 
demonstrated growth of colloids in the interior or the exterior of bacterial cells obtaining 
different spectra in each case. As far as the collection of SERS spectra is concerned, they have 
done it under a large variety of conditions, including various preparations of their 
substrates, using different fractions of bacterial cells, and different excitations, ranging from 
the UV to the NIR (250-800 nm). Jarvis et al. is another group with significant contributions 
to the area of SERS and identification of bacteria. Specifically, they investigated UTI 
involved bacteria, using silver colloids in combination with different types of Raman 
microscopes (Jarvis & Goodacre, 2004a; Jarvis et al., 2004; Jarvis et al., 2006; Jarvis et al., 2008; 
Jarvis & Goodacre, 2008). They were also one of the first groups to successfully apply 
various advanced classification techniques to the SERS spectra. The group of Premasiri et al. 
have used gold-cluster-covered silicon substrates and a Raman microscope to discriminate 
SERS spectra of bacteria (Premasiri et al., 2005) as well as to classify the bacteria down to the 
subspecies level (Patel et al., 2008). A very recent study by Walter et al. uses silver colloids 
and a microfluidic device and greatly minimizes sample volume and exposure time for 
obtaining SERS spectra of E. coli which are classified with high accuracy (Walter et al., 2011). 
A major limitation of SERS in the identification of bacteria are the spectral variations 
present, even between spectra from the same sample, since the technique is very sensitive to 
substrate, sample preparation, as well as local field conditions. Despite these limitations 
SERS is definitely much more sensitive for identifying and classifying bacteria than normal 
Raman and is now the preferred route for developing rapid methods of UTI diagnosis. 

1.3 Raman instrumentation 

A Raman spectrometer setup is conceptually simple. It consists of a light source, light 
focusing optics, a spectrograph, and a detector (Fig. 3.) Modern Raman spectrometers may 
be classified roughly into multichannel Raman spectrometer systems, with variable laser 
sources and a charge-coupled device (CCD) detector, and small compact Raman systems, 
with fixed excitation wavelength and a CCD detector. In most cases, a laser is used as the 
excitation source. Light can be delivered to and collected from the sample either directly or 
via fiber-optic probes. The Raman scattered signal is directed to a spectrograph where it is 
analyzed to its constituent wavelengths and projected onto the CCD, allowing the latter to 
acquire a Raman spectrum. The data is collected in raw digital form for further processing 
on a computer. Raman systems are commercially available in a variety of sizes and 
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configurations. Depending on the accuracy and sensitivity requirements of the application, 
the complexity of a Raman system can vary from a simple handheld device to a custom 
experimental setup. The Raman apparatus can also be seamlessly integrated with an optical 
microscope to perform Raman microscopy. 
 

 

Fig. 3. Basic Raman instrumentation with a single laser source, fiber-optic delivery probe, 
spectrograph, CCD, and necessary electronics for power supply and computer interfacing. 

2. Data processing, classification, and evaluation 

Raman spectra from simple and concentrated solutions, of single or few chemical 
constituents, are easy to measure and interpret. However, as the concentration decreases or 
the samples become more complex, e.g. tissue or bacteria, the extraction of useful 
information from the weak and noisy Raman spectra becomes more challenging. The two 
major factors which make Raman signals difficult to classify are the fact that they are 
usually obscured by a large amount of noise and that the signals have a great deal of 
variance even between spectra which originate from the same sample. Both these problems 
(noise and high variance) must be rigorously addressed when attempting to classify the 
Raman spectra of UTI involved pathogens.  
Classification is the exercise of assigning a class to an object. In the case of analyzing Raman 
spectra for UTI, the objects are the Raman spectra themselves, and the class of each 
spectrum is the species or subspecies of the bacteria that yielded the specific measurement. 
The procedure for performing classification can be broken down into four main steps. The 
first step is pre-processing which attempts to remove noise and to normalize the Raman 
spectra. The second step is feature creation which uses the de-noised and normalized 
spectra in order to create features which will be fed to the classification algorithm. In 
statistical terms, the features can be considered to be the "independent variables."  The 
"dependent variable" is the class. The third step in the classification process is the use of the 
features by the classification algorithm to yield the estimated class of the sample. The final 
step is the evaluation of the classification to determine its accuracy. 
Although these four steps describe the overall picture of the classification process well, it is 
not always the case that all steps are necessary or even separable. For example, in some 
procedures the de-noising, normalization and feature creation can be conceptualized as one 
step. Furthermore, in one of the most successful techniques presented for the classification 
of Raman spectra (Kyriakides et al., 2010), no explicit normalization is performed in the pre-
processing step, but instead, the normalization is accomplished by the distance metric used 
to compare the feature vectors. 
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2.1 Pre-processing 
2.1.1 Noise removal 

The weak nature of the Raman effect results in spectra with very low signal-to-noise ratio 
(SNR). Noise in Raman spectra takes one of three forms: (i) High frequency noise, (ii) Low 
frequency noise, and (iii) Cosmic spikes (Fig. 4). 
High frequency noise comes from the acquisition electronics and other sources of system 
variation. Median filtering can be used to remove this type of noise (Harz et al., 2005). 
Another technique commonly used is wavelet-based denoising (Ehrentreich & Sümmchen, 
2001). Both these techniques work well and using at least one of them is recommended. Low 
frequency noise arises from ambient light entering the spectrograph and fluorescence 
emission from the sample which, in the case of biological samples, can significantly reduce 
the dynamic range of the measurement. This is seen as a background baseline which is 
present in the spectra. Iterative curve-fitting or low pass filtering can be used to estimate 
and remove the background baseline (Mahadevan-Jansen, 2002). Removing the low 
frequency noise can help improve the accuracy of the classification, but it is not always 
necessary. Using the first and second derivatives of the spectrum as features for the 
classification by itself removes the baseline since the derivatives indicate changes and 
curvature and not background (see section "Feature Creation" below). Cosmic spikes are 
spurious, very narrow, spikes appearing in the Raman spectra. They are an artefact of the 
detection electronics. The techniques used to filter out high frequency noise can also be used 
to remove cosmic spikes. For example, it has been shown that median filtering is an effective 
way to remove this type of noise too (Kastanos et al., 2010). Cosmic spikes can produce 
outliers which can be detrimental to the accuracy of several classification methods. It is 
therefore highly recommended that cosmic spikes are always removed before initiating any 
classification process. 
 

 

Fig. 4. A. Raman spectrum of fructose exhibiting cosmic spikes (red arrows), background 
fluorescence (red curve), and high frequency noise (blue arrows). B. The same spectrum 
after pre-processing. 

2.1.2 Normalization 

Raman spectra acquired sequentially or intermittently from exactly the same sample can 

exhibit a large amount of variance. This is usually in the form of an additive or 

multiplicative shift. These variations, in certain cases, can adversely affect the classification 

and should be eliminated by normalizing the spectra. Two of the most common techniques 

used are normalization using the highest peak (Liu et al., 2009), and vector normalization 
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(Dörfer et al., 2010). In the first case, all the spectra are modified so that they have the same 

minimum and maximum values. In the case of vector normalization the samples are 

considered to be multi-dimensional vectors and are modified so that their magnitudes are 

equal.  

2.1.3 Considerations and caveats 

It is important to note that the pre-processing step greatly affects the accuracy of the 
classification results. A sufficient amount of pre-processing must be performed in order to 
increase the classification accuracy. At the same time, however, it is imperative to 
understand that too much pre-processing can introduce user bias and over-fitting effects, 
which will decrease the accuracy of the results when truly unknown samples are 
subsequently classified. A classification algorithm which is self-normalizing (Kyriakides et 
al., 2010) avoids the pitfalls of too much pre-processing and therefore improves the 
classification accuracy of the technique. 

2.2 Feature creation 

Once the noise removal and normalization have been completed, features must be created to 
be subsequently used by the classification algorithm. The most common technique of feature 
creation is Principal Component Analysis (Jollife, 2002) which uses a linear transformation 
to represent the original data into a new coordinate space. The dimensions of this new space 
are in the directions of maximum variance of the features. The first principal component 
captures the dimension of maximum variance, the second principal component captures the 
dimension of the second greatest variance, and, similarly, the subsequent principal 
components capture the dimensions of successively decreasing variances. It is common to 
choose only a subset of these principal components as features. Usually the first few 
principal components are used, although this is not always the best approach (Jollife, 1982). 
An important benefit of selecting only a subset of the principal components is that the 
dimensionality of the data is reduced. This can be advantageous for the classification 
process for several reasons. The reduced number of features might capture the differences 
between classes more effectively, thus increasing the classification accuracy. In addition, the 
reduced number of variables might decrease the complexity of the classification, lower the 
computational cost, and improve the speed of the classification procedure. In methods such 
as Discriminant Analysis (DA, discussed below), dimensionality reduction is sometimes 
required in order to remove features which are highly correlated. In the DA algorithm, such 
features produce a singular matrix with no inverse, and thus DA cannot be performed. 
Using the first and second derivatives is also a commonly used technique (Ferraro et al., 
2003; Loethen et al., 2004; Navas et al., 2010) for feature creation. This method has the 
advantage of capturing the successive intensity differences of the Raman spectrum (first 
derivative), or the successive rates of change of the differences in the spectrum (second 
derivative). These measures have proven very successful in the analysis of Raman data and 
have been widely adopted. An additional advantage of taking the derivatives of the 
spectrum is that the baseline is removed without introducing bias or human error which 
would occur if the baseline was removed manually. 
Another technique, which was shown to be successful in feature creation, is the use of 

spectral band ratios (Kyriakides et al., 2010). Each spectrum is broken down into segments, 

each consisting of a small band of wavenumbers. The mean intensity of each segment is 

found,  and the ratio of the  mean  intensity of  each segment to  every other segment in the 
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Fig. 5. Contour plots of the ratios between different segments of the average Raman spectra 
from several samples of E. coli, Klebsiella, and Proteus.  Differences between the species are 
evident.  

spectrum is then calculated. These ratios are then used as features for the classification of the 
data. This technique has two significant advantages. First, normalization is inherently 
achieved since the intensity of one part of the spectrum is compared to the intensity of other 
parts of the same spectrum. In this way, even if the intensity of the whole spectrum 
uniformly varies, the ratios of intensities remain the same. Second, the number of features is 
much less than the original number of data points thus achieving a reduction in the 
dimensionality of the data. The success of this method implies that classification can still 
achieve good accuracy even when using a low resolution spectrum, an important deduction 
supporting the use of clinically viable, commercial, low cost, low resolution systems. 

2.3 Classification 

Accurate classification of Raman spectra is crucial if the technique is ever to have a clinical 
application and, more importantly, affect disease diagnosis and prognosis. The range of 
classification techniques in the literature is extensive. However, certain methods appear to 
perform well when applied to Raman spectra and those will be covered in this section. 
Classification can be either supervised or unsupervised. Unsupervised classification 
methods group the data points into clusters without using any information about the class 
(label) of each data point. Supervised classification methods on the other hand require a set 
of data points which are labeled, i.e. their class is known a priory. These labeled data points 
are used to train the algorithm, using the known information about the class (label) of each 
point, to create a model of the data. Once the supervised model has been trained, it can be 
used to classify data points which were not in the training set, by assigning them to one of 
the classes described in the training set. 

2.3.1 Unsupervised classification (Clustering) 

In Raman spectroscopy, Hierarchical Cluster Analysis (HCA) is the most commonly used 

unsupervised classification method (Baker & Hubert, 1975). Being an unsupervised method, 

it does not require a priori labeling of the data points. During the training phase clusters are 

formed and, subsequently, HCA can be used to classify a new data point by determining 

into which cluster this new data point falls. The results of HCA are easy to interpret and can 

be easily visualized as a dendrogram (Fig. 6). This ease of interpretation has made HCA 

very popular. However, this method does not provide good classification performance on 
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data points which are “out-of-sample,” i.e. not in the training set. HCA is relatively unstable 

because clusters formed in the lower levels of the hierarchy can constrain the clusters 

formed at higher levels of the hierarchy. This constraint can make the analysis unreliable.  

 

 

Fig. 6. Example dendrogram clustering 20 samples according to their “color” property. 
Below is the sample number indicating the true “color” of each sample. Notice that samples 
17 and 4 have been misclassified. 

The most important consideration when performing cluster analysis is the similarity metric 
(distance metric) which is used to compare data points. The most commonly used distance 
metric is the Euclidean distance, but this might not be the most appropriate in the case of 
Raman spectra. A general disadvantage of cluster analysis is the assumption that clusters do 
actually exist. This assumption is not always true. Furthermore, it is not always clear how 
many clusters should be formed. The number of clusters is a prominent concern when 
performing this type of analysis.  

2.3.2 Supervised classification 

In supervised classification, the goal is to assign data points, which were not seen before, 
into classes learned from a training set assuming that each data point belongs to one of the 
known classes. For example, Raman spectra obtained from bacteria can be labeled and 
classified based on the species of the bacterium from which they originated. Each spectrum 
is a data point, and it belongs to one class. Supervised learning requires that the class of 
some data points is known (labeled data points). Those points are used as a training set to 
create a model which can then be used to predict the label of unlabeled data points ("out-of-
sample" data points) whose class is not known. Semi-supervised methods, which do not 
require all data points to be labeled, do exist. However, in this section, we will only deal 
with supervised methods in which all the data points are labeled. Some of the most 
commonly used supervised learning methods, applicable to the classification of Raman 
spectra, are listed below including a brief discussion of their advantages and disadvantages. 
Nearest Neighbor: The nearest neighbour approach is very simple and does not explicitly 

require any training. The data points in the training set are used to predict future unlabeled 

data points by finding the distance between unlabeled data points and the labeled data 

points in the training set. The unlabeled data point is predicted to belong to the class of the 

data point in the training set to which it is closest. In the simplest case, the class is 

determined by the one data point which is closest, the so-called 1-nearest neighbor (1NN). It 

is possible to perform the classification using more nearest neighbors. For example, if the 
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three data points in the training set closest to the unlabeled data point are used, then the 

approach is called 3-nearest neighbor (3NN). In the general case, when K nearest neighbors 

are used, the approach is called K-nearest neighbor (KNN). A disadvantage of this method 

is that the prediction could be slow because unlabeled data points must be compared to all 

data points in the training set. Therefore, the prediction speed depends on the size of the 

training set. KNN models have been shown to work well in certain applications although 

the 3NN approach is usually preferred. It is a very simple technique to implement. The most 

serious disadvantage of this method is that it is very sensitive to outliers. It is also very 

sensitive to irrelevant features which might be present in the data points.  

Discriminant Analysis: Linear discriminant analysis (LDA) is one of the most commonly-
used classification methods, mainly due to its simplicity and low computational cost 
(Krzanowski, 2000). It is a parametric technique which assumes that the independent 
variables (features) follow a multivariate normal distribution. The training data is used to 
find the parameters of the normal distribution which describes each class. These 
distributions are then used to create a discriminant model. In LDA, the assumption is that 
the different classes are described by identical covariance matrices. If this assumption is 
removed, then the different classes are allowed to have different covariances. In this way, 
the separating functions become quadratic, and this is called Quadratic Discriminant 
Analysis (QDA). It is important to choose either LDA or QDA depending on the 
characteristics of the data. DA is highly sensitive to outliers since they can greatly affect the 
shape of the calculated distributions. If it is obvious that a data point is an outlier it is best to 
remove it before carrying out DA. DA can be advantageous since (Tufféry, 2011):  

 It is very fast because it requires very little computation. 

 It is optimal when the assumptions of normality hold true. 

 The models produced are concise and are easily implemented. 

 It is a good technique for detecting global phenomena. 

 It is widely implemented so it is easy to find and use. 
However, DA may be suboptimal in some cases since: 

 If using LDA, only linear phenomena can be detected. 

 It is sensitive to outliers. 

 It makes assumptions of normality on the features (independent variables). If this 
assumption does not hold, then the accuracy of the results will be greatly reduced. This 
is the main and most serious disadvantage of DA. 

DA is a simple technique that only performs well on data points which are well-separated 

and on features which follow a normal distribution. If one of the independent variables 

(features) is highly correlated with another, or is a function of another set of features, then 

the calculations for finding the discriminant function will fail. This case is very common 

when the number of features (independent variables) is much greater than the number of 

observations (data points). For this reason it is better to first transform the features before 

applying DA. The two most commonly used methods for transforming the Raman data are 

Principal Component Analysis (PCA), and Partial Least squares (PLS). This leads to the two 

classification methods known as PC-DFA (Principal Component Discriminant Function 

Analysis) and PLS-DA (Partial Least Squares Discriminant Analysis). 

Principle Components Discriminant Function Analysis (PC-DFA) uses Principal Component 

Analysis to first transform the data into a new space in order to maximize the variance in 

each dimension before performing DA. Each dimension is called a principal component. 
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This method can often lead to good results. However, in cases where the variance of the 

features is not a good criterion for class separability, it is best to use another method, such as 

PLS-DA. 
Partial Least Squares Discriminant Analysis (PLS-DA) is a method which attempts to 
increase the separation of groups (classes) by representing the data points in a new space 
(Barker & Rayens, 2003). The key difference between PLS and PCA is that PCA aims to find 
directions of maximum variance, whereas PLS aims to find directions which maximize 
group separability.  In some cases the two coincide, that is when group separability is well 
described by the variance of the features. In other cases it is best to use PLS instead of PCA. 
An advantage of PLS-DA is that it can describe complex relationships between features 
(Weston & Watkins, 1999). However, it has been shown that PLS-DA has issues with over-
fitting (Westerhuis et al., 2008). For this reason, it might produce good results when 
performing cross validation, but its accuracy on "out-of-sample" data can be low when over-
fitting on the training data occurs. This is a good example of how cross-validation accuracy 
fails to capture the expected classification accuracy on future "out-of-sample" data. 
Support Vector Machines (SVMs): A Support Vector Machine is a binary classifier which 

aims to distinguish between two classes of instances by finding the maximum separating 

hyperplane between them (Vapnik, 1998). For this reason it tends to generalize better than 

the much simpler DA-based approaches. By design, SVM's can only discriminate between 

two classes. In order to allow for the classification of more than two classes, one can employ 

more than one SVM’s. SVM’s, in their simple form, are linear classifiers. It is possible 

however to create non-linear SVM's by increasing the dimensionality of the feature space by 

using the so-called "kernel trick" (Schölkopf et al., 1998; Cristianini & Shawe-Taylor, 2004), 

which employs a kernel function to transform the data. It is thus possible to find a 

separating hyperplane in higher dimensions where such a hyperplane would not exist in 

lower dimensions. There are many choices for the type of kernel function to use (Cristianini 

& Shawe-Taylor, 2004). The standard choices are the linear kernel (dot-product kernel), the 

polynomial kernel, and the Gaussian Kernel. The best results can be obtained by using an 

appropriate kernel. It has been shown that for the classification of Raman Spectra, the 

correlation kernel (Kyriakides et al., 2010) can give high accuracy on “out-of-sample data.” 

SVM’s have several advantages (Tufféry, 2011): 
 By using a kernel the power of the SVM can be greatly increased so that it can model 

non-linear phenomena. 
 SVM’s are non parametric. They do not make any assumptions about the distribution of 

the data. 
 They can generalize well. This results in good predictive performance on "out-of-

sample" data. 
 With the choice of the appropriate kernel, one can put more stress on the desired 

characteristics of the data which are used for discrimination. 
 The uniqueness of the solution is guaranteed. 
 Only the most important data points (support vectors) of the training set are used in 

making predictions, making the classifier more robust to noise and outliers. 
Disadvantages of SVM's include: 

 The SVM model is not transparent. Due to its non-parametric nature the results cannot 
be presented in a way which can be easily interpreted for further analysis to gain 
further insight. 

 SVM’s are sensitive to the choice of kernel parameters. 
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 They require a lot of computation to find the best parameters during training. 

2.4 Evaluation of the classification results 

In order to evaluate the performance of a classifier, the most commonly used techniques are 
cross-validation and performance on a “hold-out set.” Cross-validation uses only the 
training set which is broken down into smaller parts, or "folds". It is often preferred to use 
10 folds to perform so-called 10-fold cross-validation. All the folds, except one, are used for 
training. Testing consists of predicting the class of each data point in the fold which was left 
out. The cross-validation procedure performs training and testing as many times as there are 
folds. Each time, a different fold is left out for testing. In this way, a prediction is made on 
the class of all the data points in the training set. In the extreme case, each fold can consist of 
only one data point. This is called Leave-One-Out Cross Validation, and is most often used 
when the training set is small. Cross-validation generally results in a good estimate, but this 
is not always the case. Classification algorithms which do not generalize well can sometimes 
perform well in cross-validation and not so well on “out-of-sample data” (Kyriakides et al., 
2010). For this reason it is best to test the classification on a “hold-out set” consisting of data 
points which were not used for training but whose class label is known. The performance of 
the classifier on such a test set is a good indication of the performance on future unseen 
(“out-of-sample”) data. 

3. Raman spectroscopy for UTI diagnosis 

For Raman spectroscopy to become a viable clinical tool the following key diagnostic 
objectives must be addressed and successfully accomplished: 
1. Classification of urine samples as positive or negative for UTI based on the bacterial 

load. 
2. Identification of the pathogen involved in the positive samples. 
3. Determination of the antibiogram, i.e. antibiotic sensitivity, of the bacteria involved. 
Recent research results indicate that it may indeed be possible to achieve all three of the 
above objectives with Raman or SERS enabling rapid and accurate UTI diagnosis using low 
cost, turn-key equipment.  

3.1 Classification of bacterial samples as positive or negative 

Most of the work published on Raman spectroscopy of bacteria has focused on identification 
of bacterial species or subspecies with but a few studies are available on quantification of 
samples using these techniques. Escoriza et al. used Raman spectroscopy to quantify filtered 
waterborne bacteria but ran into problems because of the high fluorescence background 
from the alumina or silver membrane filters they used (Escoriza, 2006). There are also some 
studies on quantification of viruses using SERS (Fan, 2010; Wang, 2010) 
Raman spectroscopy and, in particular, SERS are sensitive enough to detect bacteria at 
concentrations considered normal and pathologic for UTIs. This can be verified by 
performing quantification studies of known bacterial concentrations. For example, E. coli 
bacteria were cultured and their concentration in solution was determined using their 
optical density. Samples were diluted serially with sterile deionized water to obtain the 
following concentrations: 103, 104, 105, 106, 107 and 108 bacteria/ml. 10 μl of each sample 
were mixed with an equal volume of concentrated gold nanoparticles, spotted on glass 
slides and allowed to dry. SERS spectra were collected form 22 samples using a portable 
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commercial Raman spectrometer at 785 nm excitation wavelength and 4.5 cm-1 resolution. 
Spectra were preprocessed by filtering to remove the background and high frequency noise. 
Figure 7 shows the spectra after pre-processing. The feature vector for each sample 
contained the pre-processed Raman spectrum as well as its first and second derivatives. 
Each sample was assigned a class of 0 for no infection (concentrations of ≤ 104 bacteria/ml) 
or 1 for infection (concentration ≥ 105 bacteria/ml.) The outcome showed that ~ 82% of the 
samples were correctly classified as negative (class 0) or positive (class 1) for UTI (Kastanos 
et al., 2011).  
These results are, of course, very preliminary and much more work is required to develop 
the technique. They do indicate, however, that it is possible to examine a urine sample 
and determine whether it is negative or positive for UTI based on its Raman spectral 
properties.  
 

 

Fig. 7. A. Bacteria (E. coli) and gold nanoparticles spotted on a glass slide for SERS 
measurement. B. SERS spectra for different E.coli samples after pre-processing, indicating 
the average spectrum and the range of values, i.e. inter-sample variability. 

3.2 Identification of the pathogen in a positive sample 

As mentioned in the chapter’s introduction, several investigators are evaluating the use of 
Raman spectroscopy as a tool for bacterial classification. Recent studies have shown that 
employing novel feature creation techniques, such as the ratios of different Raman bands 
(Fig. 5) yields high-quality results even when using a low cost, low resolution Raman 
system (Kastanos et al., 2010). The power of Raman spectroscopy for UTI diagnosis can be 
verified experimentally. For example, clinical bacterial isolates from patients with UTI (n 
=75), previously identified by conventional tests as positive, were collected from clinical 
laboratories. Specifically, spectra from 25 samples of E. coli, 25 of K. pneumoniae and 25 of 
Proteus spp. were acquired using a portable commercial Raman spectrometer at 785 nm 
excitation wavelength and 4.5 cm-1 resolution. No filtering of the spectra was performed. 
Each spectrum was broken up into 25 cm-1 segments and the mean intensity for each 
segment was determined. Ratios of each segment’s mean intensity to every other segment’s 
mean intensity were calculated.  The classification method used was Linear Discriminant 
Analysis with a Principal Components transformation to reduce the dimensionality of the 
data. A leave-one-out cross-validation procedure was performed to verify the performance 
of the classifier. The overall accuracy of the technique was 95%. Very high sensitivity (88-
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100%) and specificity (94-100%) values for classification of the three species of bacteria were 
obtained.  
The use of SERS can further enhance the sensitivity and specificity of bacterial classification 

providing accurate results for more than three species at a time. To verify this, clinical 

bacterial isolates from patients with UTI (n = 46) were obtained from clinical laboratories 

after being identified as positive using conventional tests. Specifically, 10 samples of E. coli, 9 

of K. pneumoniae, 9 of Proteus spp., 9 of Enterococcus spp. and 9 of Citrobacter spp. were 

obtained for SERS using the same spectrometer as before. Ratio features, PCA, DA, and a 

leave-one-out cross-validation procedure were performed as before. Classification was 

originally done for 3 species (E.coli, K. pneumonia, Proteus spp.) and then for all 5 species of 

bacteria. Table 1 illustrates the results of the classification analysis of the SERS spectra. 

These results suggest that classification of bacteria belonging to 3 classes using SERS is as 

accurate (93%) as classification using normal Raman spectra (95%). However, much more 

accurate classification of bacteria belonging to 5 classes is achieved using SERS (91%) 

compared to using normal Raman spectra (73%). A wavenumber band of 25 cm-1 was 

proved to be a better choice for providing more accurate classification of the 5 classes of 

bacteria using the ratios method. 

 

 

Fig. 8. SERS classification of two unknowns, E. coli, (A) and Enterococcus spp, (B). The first 
two principal components (PC1 & PC2), that contained the most information, were plotted 
against each other for visualization purposes. Each of the unknowns clearly falls in the 
correct species cluster. Note that the plots differ since the training sets differ by one member. 

 

Classes Band Size (cm-1) Correct Classification

3 50 28/30 (93%) 

3 25 28/30 (93%) 

5 50 40/46 (87%) 

5 25 42/46 (91%) 

Table 1. Results of classification analysis of SERS spectra from 3 or 5 classes of bacteria. 
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Fig. 9. Normalized MANOVA score of SERS spectra of E. coli, K. pneumonia, and Proteus spp. 
strains after their incubation in the presence of 0.128 μg/ml Ciprofloxacin (*), in the 
presence of 64 μg/ml Amoxicillin (+), or in the absence of any antibiotic (○). 

3.3 Antibiotic sensitivity of bacterial samples 
In order for the diagnosis of a UTI to be complete, the antibiotic sensitivity of the involved 
pathogen must be determined. Most of the studies, in the past, involved the use of Raman 
for distinguishing live bacteria from bacteria that were killed by heating (Baek et al., 1988; 
Grow et al., 2003), desiccation (Robertson et al., 1992; Deng & Cliver, 1999), or UV 
irradiation (Lorenzo-Lorenzo et al. , 1993; Belosevic et al., 2001). More recent work by Liu et 
al (Liu et al., 2009) shows very clear differences between the spectra of bacteria that are 
sensitive and the spectra of bacteria that are resistant to an antibiotic. However, no 
classification of samples as sensitive or resistant to an antibiotic was done by this group. The 
current hypothesis is that exposure of bacteria to an antibiotic to which they are sensitive 
will cause either external or internal molecular changes, depending on the mechanism of 
action of the antibiotic. It is expected that the short life cycle of bacteria will allow the 
visualization of these changes in their Raman spectra within a few hours of exposure to an 
antibiotic.  
In a recent study (Kastanos et al., 2010), Raman spectra were collected from 27 strains of 
bacteria, belonging to the species E. coli, K. pneumonia, and Proteus spp., shown to be sensitive 
to Ciprofloxacin and resistant to Amoxicillin by conventional antibiograms. The spectra 
were collected after treatment in the presence or absence of each of the two antibiotics for 0, 
2 and 4 hours. Spectra were collected using a portable, commercial, Raman spectrometer at 
785 nm excitation wavelength and 4.5 cm-1 resolution. The spectra were filtered and the 
fluorescence background was subtracted. The Raman spectrum, as well as the first and 
second derivatives, were included in the feature vector. A principal components (PCs) 
transformation was used and only PCs describing the highest variance were retained. The 
data was, then, analyzed using the MANOVA algorithm which calculated a score for each 
sample which would provide maximum separation between a group of bacteria which were 
sensitive to an antibiotic with the groups of bacteria which were resistant or were not 
treated with antibiotic. Figure 9 shows that the MANOVA score of bacteria incubated with 
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Ciprofloxacin is significantly lower than that of untreated bacteria or bacteria treated with 
Amoxicillin even as early as 2 hours after incubation with the antibiotics. These results 
suggest that Raman spectroscopy could be used to determine the antibiotic susceptibility of 
bacteria even after a very short treatment with the antibiotic. The study was repeated using 
SERS with similar results indicating that the advantages of SERS, such as increased 
sensitivity and improved speed, can be exploited in antibiotic testing as well. These studies 
are currently being expanded to include more bacteria and more antibiotics.  

4. Conclusion 

In this chapter, a review of the current state of the application of Raman spectroscopy in 
bacterial identification and, more specifically, UTI diagnosis is presented. Raman 
spectroscopy and SERS, in particular, offer the possibility to develop highly versatile and 
powerful diagnostic tools. They can provide complex biochemical information which, in 
conjunction with advanced analysis and classification techniques, can lead to rapid and 
accurate diagnosis of UTIs. Recent advances in the instrumentation, experimental 
techniques, analysis, and classification, have enabled the fast and accurate quantification 
and identification of bacterial populations as well as the determination of their sensitivity to 
antibiotics. These results are still preliminary and must be significantly expanded. However, 
there is great interest in the area and the research community actively strives to improve the 
yield and accuracy of Raman-based diagnostics. In the future, a simple, point-of-care, device 
is envisioned which will provide a complete UTI diagnosis, from a single urine sample, 
within a few hours. Such a technology could have significant short and long term benefits 
for public health by reducing the cost of diagnosis, improving prognosis, and reducing the 
unnecessary use of antibiotics and, therefore, bacterial resistance.  
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