
Selection of our books indexed in the Book Citation Index 

in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 

For more information visit www.intechopen.com

Open access books available

Countries delivered to Contributors from top 500 universities

International  authors and editors

Our authors are among the

most cited scientists

Downloads

We are IntechOpen,
the world’s leading publisher of

Open Access books
Built by scientists, for scientists

12.2%

186,000 200M

TOP 1%154

6,900



3 

On the Structural Characteristics of the  
Protein Active Sites and Their Relation  

to Thermal Fluctuations 

Shao-Wei Huang and Jenn-Kang Hwang 
Institute of Bioinformatics and Systems Biology,  

National Chiao Tung University, HsinChu,  
Taiwan, R. O. C. 

1. Introduction  

Due to the advances in structural biology research, a large number of protein structures 
have been solved in the last decade. In the same time, we also witness a rapidly growing 
number of structures of unknown function being deposited in the PDB. As a result, the ability 
to predict protein function from its structure becomes increasingly important in 
computational biology.  
The conventional comparative methods(for example, Laskowski, Watson et al. 2005; 
Watson, Sanderson et al. 2007) for identifying functional sites rely on evolutional 
information like homologous structures of known function or the known catalytic templates. 
However, these approaches are not applicable to these novel structures. One needs to 
develop ingenious approaches that do not rely on evolutionary information.  
Recently, several groups(Amitai, Shemesh et al. 2004; Ben-Shimon & Eisenstein 2005; 
Sacquin-Mora, Laforet et al. 2007; Huang, Yu et al. 2011) developed novel approaches to 
predict the active sites of enzymes from a single structure without using any homologous 
structures or known catalytic templates. The basic idea of their approaches is simple: they 
first identify certain structural or dynamical features that are unique to the active sites; they 
then further refine this relationship such that it can be used to accurately predict the enzyme 
catalytic sites. For example, Pietrokovski and co-workers(Amitai, Shemesh et al. 2004) 
transformed the protein structure into residue interaction graphs, with each amino acid 
residue represented as a graph node and the interaction between them as a graph edge. 
They then computed the network closeness of each residue. They found that most catalytic 
residues are associated with the network centrality. Ben-Shimon and Eisenstein(Ben-Shimon 
& Eisenstein 2005), analyzing 175 enzymes, observed that  most catalytic residues are near 
the enzyme centroid. Based on these results, they developed novel methods to predict 
catalytic sites from a single structure. 
The aim of this review is to show that this peculiar relationship between catalytic sites and 
the structure centroid or its network centrality can be accounted for by the dynamical 
properties of the catalytic residues, which are in general more rigid than other residues. In 
addition, we will discuss the recent studies (Halle 2002; Shih, Huang et al. 2007; Huang, Shih 
et al. 2008; Lin, Huang et al. 2008; Lu, Huang et al. 2008) on the surprisingly close link 
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between protein structure and its thermal fluctuations. These studies showed that the 
atomic thermal fluctuations and motional correlations can be extracted directly from protein 
structures without using any mechanical models.  
The outline of this review is as follows: first, we will cover the recent works on extracting 
average dynamical properties directly from protein structures. This part occupies a 
significant portion of the text, since it provides not only theoretical foundations for but also 
physical insights on what we will introduce later – the prediction of the active sites from a 
single structure, which is a straightforward application of the results discussed in the first 
part. Finally, we will show that the rigidity of the active site residues can be inferred from 
the generally accepted theory of the mechanism of enzyme catalysis. 

2. Atomic thermal fluctuations and motional correlations in protein 

The motional correlation between atom i and j  is  given by 

  ~ij i jC r r  (1) 

where   i i ir r r  is the displacement of the instantaneous position ir of the atom i from its 

equilibrium position ir . Knowledge of the motional correlations in protein provides 

valuable information about the relationship between protein dynamics and its function. For 
example, dynamical correlation networks may account for the long-range effects of faraway 
mutation sites on the functional site (Saen-Oon, Ghanem et al. 2008; Ishida 2010) or protein 
allostery(Fidelak, Ferrer et al. 2010; Amaro, Sethi et al. 2007; Tsai, del Sol et al. 2008). The 
diagonal terms or the auto-correlation terms in Eq. 1 describe atomic fluctuations.  They can 
be obtained as B-factors from X-ray crystallography refinement or order parameters from 
NMR. The B-factor in its isotropic form is given formally as    2(8 / 3)B r r .  

2.1 Normal mode analysis 
To compute the correlation matrix, one needs to evaluate the second derivatives of the 
potential energy of the protein structure. In molecular mechanics, the protein structure is 
usually modelled by analytical potential functions(Warshel 2002).  In general, the bonding 
energy is approximated by a harmonic function, i.e.,  21

02 ( )bK b b , where Kb is the force 

constant, b and b0 are the bond length and the equilibrium bond length, respectively. The 
bending interaction is approximated by    21

02 ( )K , where K is the bending force 

constant,  and 0 are the bending angle and the equilibrium bending angle, respectively. 

The torsional interaction is modelled by a sinusoidal functions:      21 cos( )K n , where 

K is the torsional force constant,  and  are the torsional angle and the reference torsional 
angles, respectively, and n is the torsional periodicity. The non-bonded van der Waals 
(VDW) interaction is approximated by the Lennard-Jones function (also referred to as a 6-12 

function):     12 6
0 02r r r r , where r is the distance between atoms, and  and r0 are the 

VDW parameters related to the potential depth and its minimum distance. The electrostatic 
interaction is described by the Coulomb equation: 332 /i jq q r , where qi and qj are the 

charges of the atom pair and r their separation. The complete potential function is usually 
referred to as a force field: 
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The Hessain matrix H is the square matrix of the second derivatives of the potential 
energy   / i jU x x , where xi and xj are the Cartesian coordinates of the atoms of the 
protein structure. Diagonalization of the Hessian matrix, i.e.,  1

U HU L , gives the 
normal mode frequencies L and normal mode vectors U, which describe harmonic 
vibrational motions of the structure. The overall molecular motion can be described as a 
linear combination of these normal modes. These frequencies and vectors define different 
modes of harmonic motions occurring in a protein structure. The above procedure is 
referred to as normal mode analysis (NMA) (Brooks & Karplus 1983; Levitt, Sander et al. 
1985; Go 1990; Ma 2004). The correlations between atomic fluctuations given by Eq. 1 can 
be calculated from the normal modes. Mathematically, the correlation matrix is the 
pseudo-inverse of the Hessian matrix. 
One limitation of NMA is its assumption that motions are harmonic. This may not be valid 
in the case of large-amplitude conformational dynamics in protein which are presumably 
highly anharmonic(Ma 2005). Furthermore, NMA needs to be carried out in an energy-
minimized structure. This is to avoid the occurrence of the unphysical complex-valued 
normal mode frequencies. However, minimization may cause significant conformational 
deformations due to the inherent deficiencies of the force field.  

2.2 Elastic network model 
Elastic network model (ENM) (Tirion 1996), a simplified version of NMA, can be directly 
applied to the protein structures without energy minimization.  In ENM, every atom is 
connected to any atoms (except itself, of course) as long as they are within a certain 
threshold distance (usually 12 Å) of the given atom. ENM does not distinguish between 
bonded interactions (such as bonding, bending or torsional interactions) and nonbonded 
interactions (such as VDW or electrostatic interactions). All interactions are represented by a 
harmonic function with a uniform force constant. Since all interactions in ENM are assumed 
to be of covalent nature, i.e., the atom pairs are connected by a harmonic force, this is 
equivalent to assuming a relatively rigid protein structure. We will comment more on that 
later.  
A number of ENM variants has been developed: the Gaussian Network Model (GNM) 
(Bahar, Atilgan et al. 1997),  Anisotropic Network Model (ANM) (Atilgan, Durell et al. 2001)  
and Quantized Elastic Deformational Model (Ming, Kong et al. 2002). Despite the simplicity 
of ENM, it predicts relatively accurate correlated motions in proteins. ENM has recently 
become a popular tool to analyze protein dynamics (Zheng, Brooks et al. 2007; Yang, Song et 
al. 2009; Zheng & Thirumalai 2009).  
Recently, Hwang and co-workers (Shih, Huang et al. 2007; Huang, Shih et al. 2008; Lin, 
Huang et al. 2008; Lu, Huang et al. 2008) developed even simpler models to calculate the 
correlations between the atomic fluctuations in proteins directly from their structures 
without using mechanical models, or performing energy minimization or matrix 
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diagonalization. They are the Protein Fixed-Point Model and the Weighted Contact Number 
Model, which will be discussed in the next sections. 

2.3 The protein fixed-point model 

In the Protein Fixed-Point (PFP) model, the protein structure is characterized by the PFP 
profile R  

     1 0 2 0 0( , , , )NR r r r r r r  (3) 

where ir  is the coordinate of C atom of the thi  residue, 0r  is the fixed point and N  is the 
number of residues. The fixed point 0r  is identified with the centroid of the protein chain, 

0 /ii
Nr r . Hwang and co-workers (Shih, Huang et al. 2007; Lu, Huang et al. 2008) 

showed that the correlation matrix C  is well approximated by T
R R , where T

R  is the 
transpose of R , i.e.,  

    ij i jC r r  (4) 

where    0i ir r r  and    0j jr r r . The motional correlation between atoms is the inner 

product of the vectors radiating from the centroid to the respective atoms. The B-factor, i.e., 
the diagonal element, is proportional to the square of the distance to the centroid(Kundu, 
Melton et al. 2002).  
In the PFP model, the tricky issue is to determine the fixed points. In the case of a single 
domain protein, the fixed point is simply the centroid (or the center of mass) of the whole 
structure. However, in the case of multidomain protein or a protein complex, the fixed point 
is defined as the centroid of the structure module. There may be more than one fixed point 
since the protein structure may be composed of a number of modules. The structure 
modules are identified with either the structure domains or the biological units. The 
coordinates of biological units can be retrieved from either PDB or PQS(Henrick & Thornton 
1998). Though the biological units are not uniquely defined, the PDB and PQS biological 
units agree on 82% of entries(Xu, Canutescu et al. 2006).  
The general procedures to determine the structural modules of a protein structures go as 
follow: each protein chain is checked for its domains through the use of the Protein Domain 
Parser (PDP)(Alexandrov & Shindyalov 2003); if the PDP domain is not defined, the SCOP 
database(Murzin, Brenner et al. 1995) will be searched; if not found, the CATH 
database(Orengo, Michie et al. 1997) will be searched. If the chain is not a multidomain 
chain, it will be checked whether it is a part of a protein complex or a biological from PDB or 
PQS.  
In Figure 1, we compare the computed PFP profiles with the experimental X-ray B-factors. 
Both the PFP and the B-factor profiles are expressed in terms of the Z-scores. In the case of 
the B-factor, the Z-score is defined as:   ( ) /B BZ B B , where B  and B  are the mean and 
standard deviation of the B-factor. The Z-score of the PFP profile is defined similarly. For a 
dataset comprising 972 high-resolution X-ray structures with pairwise sequence identity ≤ 
25%, the correlation coefficient between the computed and the X-ray B-factors is 0.59. There 
are 727 out of 972 of proteins (around 75%) having a correlation coefficient ≥ 0.5. In 
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comparison, GNM yields a correlation coefficient of 0.56 and the fraction of proteins with a 
correlation coefficient ≥ 0.5 is 69% for the same data set(Lu, Huang et al. 2008). 
Figure 2 compares the PFP correlations with the NMA maps computed by GROMAC(Van 
Der Spoel, Lindahl et al. 2005). The agreements are excellent. 
 

 
 

 
Fig. 1. Comparison of the computed PFP B-factor profile (solid line) and the X-ray B-factor 
profile (dotted line) of  1q16:A (top) and 2ffu (bottom). The vertical axis Zb is the normalized 
B-factor. 
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Fig. 2. Comparison of the PFP correlation map (left) and NMA correlation map computed by 
Gromacs (right) of  1o6v:a (top row) (this figure is adapted from Lu, Huang et al. 2008) and 
1fup:a (bottom row). The colors are coded according to the rainbow spectrum. A more reddish 
color indicates a more negative correlation, while a more bluish color a more positive correlation. 

2.4 The weighted contact number methods 

The contact number (CN) of the residue i is defined as 


  0( )N
i ijj i

n H r r , where 0r  is the 

cutoff distance, ijr  is the distance between the C atoms of residue i  and j, and ( )H r  is the 

Heaviside step function defined as: ( ) 1H r  if  0r  and ( ) 0H r  otherwise. Despite its 
popular uses in computational structural biology (Miyazawa & Jernigan 1984; Halle 2002), 
the CN has one major shortcoming: it treats the contribution equally of every contact atom, 
regardless of its distance to the center atom.  
To take distance into consideration, Hwang and co-workers(Lin, Huang et al. 2008) define a 
weighted contact number (WCN)  as  

 


 2
1N

i
j i ijr

 (5) 

They showed that the reciprocal WCN profiles better reproduce the B-factor profiles and 
that the correlation between residue i  and residue j  is well approximated by 
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 
  
 
 


1
1 ˆ ˆ

N

ij i j
ik jkk

C
r r

x x  (6) 

and ˆ
ix  is given by   i ir r r r  , where r  is N

kk
Nr , and ˆ

jx  is defined similarly.  

The WCN model may be a little more computationally expensive than the PFP model, but it 
can be complemented as an automatic procedure. This is in contrast to the PFP model, 
which requires manual intervention to define the centroids.  
Figure 3 compares the computed WCN B-factor profiles with the experimental X-ray B-factors. 
The WCN model predicts better B-factors than the PFP model, the original CN model (Halle 
2002) and the GNM. For the same dataset stated before, the WCN model yields a correlation 
coefficient of 0.61 with 79% of proteins having a correlation coefficient ≥ 0.5. 
Figure 4 compares the WCN and the NMA correlation maps. The agreements are excellent. 
 

 

 
Fig. 3. Comparison of the computed WCN B-factor profile (solid line) and the X-ray B-factor 
profile (dotted line) of  1y0p:A (top) (this figure is adapted from Lin, Huang et al. 2008) and 
1nu0 (bottom). 
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Fig. 4. Comparison of the WCN correlation map (left) and NMA correlation map computed 
by Gromacs (right) of  1cvr:a (top row) and 1rwh:a (bottom row) (this figure is adapted from 
Lin, Huang et al. 2008). The colors are coded according to the rainbow spectrum.  

2.5 More on the structural and B-factor profiles 
It is hardly surprising that an atom's thermal fluctuation as quantified by its B-factor 
should be somehow related in a qualitative way to its structural features, such as its 
packing environment or its position relative to the structure centroid. However, it is 
unexpected that the B-factor profiles and the structural profiles (i.e., the PFP and the 
WCN profiles) are so similar that, in some cases, one profile can be put on the top of the 
other with little discernible differences. It is even more surprising that this was done 
without information of the amino acid sequence.  
Figure 5 compares the distributions of the correlation of B-factors with the original CN 
model, the WCN model and the PFP model for a dataset comprising 972 non-homologous 
structures. The B-factors distributions are computed using only C atoms. 
The good agreement between the computed and the X-ray B-factors indicates that the B-
factors can be derived solely from the protein backbone to a relatively high accuracy. A 
study(Lenin, Parthasarathy et al. 2000) showed that the variation in the atomic fluctuations, 
quantified by the B-factors, of a given protein segment only weakly depends on that of its 
amino acid. Note that the ENM (Tirion 1996; Bahar, Atilgan et al. 1997; Ming, Kong et al. 
2002) also  computes accurate B-factors without using the amino acid sequence. 
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While the amino acid sequence completely determines the 3-dimeniosnal structure of a 
protein, the thermal fluctuations and the motional correlations in a protein can be 
determined from its structure without its side-chain groups. The physical meaning of this is 
not clear and further study is definitely needed to clarify this issue.  

3. The rigidity of enzyme catalytic sites 

Enzymes accelerate chemical reactions by reducing the activation barrier. To achieve this, 
the enzyme structures are optimized through evolution to partially pre-organize their 
catalytic residues such that their charge distributions will stabilize the transition site 
complex, thus reducing the reorganization energy required for reaching the transition 
state(Warshel 1978; Warshel, Naray-Szabo et al. 1989; Warshel, Sharma et al. 2006). The 
reorganization energy is related to the activation free energy through the Marcus 
equation(Marcus 1956; Marcus 1956; Marcus 1957; Sumi & Marcus 1986): 

 
   

 




2
0

4
G

G  (7) 

where G  is the activation free energy,  0G the free energy difference between the 

reactant and the product states and   the reorganization energy. Eq. 7 states that the 

reduction of the reorganization energy   will result in smaller activation free energy G . 
 

 
Fig. 5. Comparison of the correlation coefficients between experimental and the computed 
B-factor profiles based on the original CN model (white), the PFP (grey) and the WCN 
model (black) for the nonhomologous data set comprising 972 protein structures of  
length > 60. All of them are high-resolution X-ray structures with resolution ≤ 2.0 Å and  
R-factors ≤ 0.2. All chains are of pair-wise sequence identity ≤ 25%. This figure is adapted 
from Lin, Huang et al. 2008. 
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Hence, the active site residues are expected to be more rigid than the non-active site residues. 
And this has been verified by a number of studies: Yuan and co-workers (Yuan, Zhao et al. 
2003) compared the B-factors of the active site sites with those of other non-active site residues of 
69 apo-enzymes. They found that the active site residues indeed have lower B-factors. Analyzing 
a set of a set of 98 enzymes, Yang and Bahar (Yang & Bahar 2005) found that the catalytic sites 
usually occur in the global hinge centers and have low translational mobility. Recently, Lavery 
and co-workers(Sacquin-Mora, Laforet et al. 2007) showed that the force needed to displace a 
catalytic residue is usually larger than that to displace a non-catalytic residue. 

3.1 Prediction of active site residue from a single structure 
Since B-factors quantify structure flexibility, it may be tempting to use B-factors to 
distinguish between the active site residues and other residues. However, The B-factor 
values are affected by various experimental conditions such as temperature, crystallization 
and structural refinement.  
 

 

 
Fig. 6. (A) The Zb profiles and (B) the Zw profiles of 3 lysozymes: 6lyt (thick solid), 2bqo 
(dotted) and 2lzt (thin solid). Here Zw  is the normalized WCN. This figure is adapted from 
Huang, Yu et al. (2011).  
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Figure 6 compares the B-factor and the WCN profiles of several X-ray structures of 
lysozyme. Despite their almost identical structures -- their  root-mean-square-deviations are 
within 0.6-0.8 Å, their B-factor profiles are very different. 
On the other hand, their WCN profiles look almost identical. The B-factor is obviously not 
robust enough for predicting active site residues. The WCN profile, which correlates well 
with the B-factors but depends only on structure per se, is a much better discriminator for the 
catalytic residues.  
Hwang and co-workers showed a straightforward application of the WCN profile to 
predicting the catalytic residues(Huang, Yu et al. 2011). We will illustrate this with an 
example: S-adenosylmethionine decarboxylase (AdoMetDC) (Ekstrom, Mathews et al. 1999), 
a critical regulatory enzyme of the polyamine synthetic pathway, has 5 catalytic residues. 
They are located in two chains: C82, S229 and H243 in chain A, and E11 and E67 in chain B. 
The active site of AdoMetDC is shown in Figure 7.   
 

 
Fig. 7. The active site of AdoMetDC. Chain A is shown in cyan and chain B in magenta. The 
catalytic residues are labelled. 

The WCN profile of AdoMetDC is shown in Figure 8. It should be noted that the WCN 
profile is computed for an incomplete structure -- many residues are missing in the X-ray 
structure of AdoMetDC. Despite this, most catalytic residues but one are located near the 
local minima of the WCN profile, as shown in Figure 8. The basic idea of the approach is 
simple: to obtain a threshold value for the WCN profile such that the residues whose Z-
values are below the threshold are predicted to be catalytic residues. The threshold Z-value 
is determined by minimizing both the false positives and the false negatives of the predicted 
catalytic residues(Huang, Yu et al. 2011). The threshold for the WCN profile is -0.9. 
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Fig. 8. The WCN profile of  AdoMetDC (PDB ID: 1jen). The catalytic residues are marked in 
empty circles. The red dotted line indicates the threshold value. 

3.2 Comparison of structural profiles 
Figure 9 compares the receiver operating characteristics (ROC) curves of 4 structural profiles 
for their prediction of the active site residues for a data set comprising 760 X-ray 
nonhomologous enzyme structures(Huang, Yu et al. 2011). These profiles are the WCN 
profile, the PFP profile, the CN profile and the B-factor profile. The ROC curve is obtained 
by plotting the true positive rate (TPR) as a function of the false positive rate (FPR). TPR is 
defined as TPR = TP/P, where TP is true positives, i.e., number of correctly predicted 
catalytic residues, and P is the positive examples, i.e., the total number of catalytic residues. 
FPR is defined as FPR = FP/N, where FP is the false positives, i.e., the number of incorrectly 
predicted catalytic residues, and N is the negative examples, i.e., the number of non-
catalytic residues. TPR is the sensitivity, while 1 – TPR is the specificity.  
The WCN model performs the best among all the models. The PFP model comes in second.  
The relatively poor performance of the CN mode underlines the importance of attenuating 
the contributions of the neighboring atoms that depend on the distance between the 
interacting pair. The B-factor profile performs the worst. To have a feeling for the different 
performance between the WCN and the B-factor profiles, we can examine the case of highly 
specific predictions, i.e., at 95% specificity, the WCN model gives 52% sensitivity but the B-
factor model gives only 11% sensitivity. 

3.3 Other prediction methods 
Here we will compare the WCN profile method with other methods in their prediction of 
the catalytic residues from a single structure. 
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Fig. 9. The ROC curves of the WCN (ZW), the PPF (ZPFP), the CN (ZCN) and the B-factor (ZB) 
profiles for the prediction of catalytic residues. 

Lavery and co-workers(Sacquin-Mora, Laforet et al. 2007),  using Brownian dynamics 
simulation, computed the force needed to move any given amino acid residue with respect 
to other residues. They found that catalytic residues are invariably associated with high 
force constants. Their method gave 78% sensitivity and 74% specificity for predicting 
catalytic residues for a dataset of 98 non-homologous enzymes. In comparison, the WCN 
profile method yields 84% sensitivity and 82% specificity (Huang, Yu et al. 2011) for the 
same data set. This is quite remarkable, considering the simplicity of the WCN profile 
method as compared with the complexity of the Brownian simulation.   
Analyzing the normal modes of a set of enzymes, Yang and Bahar (Yang & Bahar 2005) 
found that that the catalytic sites are usually of lower translational mobility than other 
residues, and that these catalytic sites generally coincide with the global hinge centers 
predicted by the GNM. Their method gave a sensitivity of 56% for a dataset of 24 enzymes. 
For the same data set, the WCN profile method gives 73% sensitivity and 82% 
specificity(Huang, Yu et al. 2011).  
Ben-Shimon and Eisenstein(Ben-Shimon & Eisenstein 2005) developed a prediction 
algorithm called EnSite, based on the finding that the catalytic residues are often found 
among the 5% of residues closest to the enzyme centroid. The algorithm of EnSite is 
straightforward: it computes only the molecular surface that is close to the centroid, 
identifies continuous surface patches and finally ranks them by their area size. EnSite gives 
the result in terms of the rank of the correct prediction. This makes it difficult to compare the 
EnSite with the WCN profile method. The Pietrokovski's network centrality 
approach(Amitai, Shemesh et al. 2004) is similar to EnSite: both are based on the idea that 
the catalytic sites are near the center of the protein – be it represented by a structure or a 
network. Pietrokovski's approach gives 46.5% sensitivity and 9.4% specificity for a dataset of 
178 structures. For a much larger dataset of 760 enzymes, the WCN profile gave 78% 
sensitivity and 80% specificity(Huang, Yu et al. 2011). 
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4. Conclusion 

Catalytic residues are associated with a variety of structural or dynamic properties -- they 
are closer to the structure centroid, have higher packing density, or have smaller B-factors. 
Since the packing density and the centroid distances are closely related to the B-factors(Shih, 
Huang et al. 2007; Huang, Shih et al. 2008; Lin, Huang et al. 2008; Lu, Huang et al. 2008), all 
these seemingly diversified relationships can be reduced to one conclusion: the catalytic 
residues are more rigid. This is consistent with the present theory of enzyme 
catalysis(Warshel 1978; Warshel, Naray-Szabo et al. 1989; Warshel, Sharma et al. 2006; 
Sigala, Kraut et al. 2008): to accelerate the chemical reactions, the enzyme structures are 
optimized through evolution to partially pre-organize their catalytic residues to stabilize the 
transition state. As a result, catalytic residues tend to maintain similar conformations in both 
the reactant and the transition states. The catalytic residues will be more rigid than other 
non-catalytic residues.  
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