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1. Introduction 

The proportional-integral-derivative (PID) control structures have been widely used in 
industrial applications due to their design/structure simplicity and inexpensive cost. The 
success of the PID controllers depends on the appropriate choice of their parameters. In 
practice, tuning the PID parameters/gains is usually realized by classical, trial-and-error 
approaches, and experienced human experts, which they may not capable to achieve a 
desirable performance for complex real-world systems with high-order, time-delays, 
nonlinearities, uncertainties, and without precise mathematical models.  
On the other hand, the most of real-world control problems refer to multi-objective control 
designs that several objectives such as stability, disturbance attenuation and reference 
tracking with considering practical constraints must be simultaneously followed by a 
controller. In such cases, using a single norm based performance criteria to evaluate the 
robustness of resulted PID-based control systems is difficult and multi-objective tuning 
solutions are needed. 
This chapter introduces three effective robust and intelligent multi-objective methodologies 
for tuning of PID controllers to improve the performance of the closed-loop systems in 
comparison of conventional PID tuning approaches. The introduced tuning strategies are 
based on mixed H2/H∞, multi-objective genetic algorithm (GA), fuzzy logic, and particle 
swarm optimization (PSO) techniques. Indeed, these robust and intelligent techniques are 
employed as optimization engines to produce the PID parameters in the control loops with 
performance indices near to the optimal ones. 
Numerical examples on automatic generation control (AGC) design in multi-area power 
systems are given to illustrate the mentioned methodologies. It has been found that the 
controlled systems with proposed PID controllers have better capabilities of handling the 
large scale and complex dynamical systems.  

2. Mixed H2/H∞-based PID tuning 

Mixed H2/H∞ provides a powerful control design to meet different specified control 
objectives. However, it is usually complicated and not easily implemented for the real 
industrial applications. Recently, some efforts are reported to make a connection between 
the theoretical mixed H2/H∞ optimal control and simple classical PID control (Takahashi et 
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al., 1997; Chen et al., 1998; Bevrani & Hiyama, 2007).  (Takahashi et al., 1997) has used a 
combination of different optimization criteria through a multiobjective technique to tune the 
PI parameters. A genetic algorithm (GA) approach to mixed H2/H∞ optimal PID control is 
given in (Chen et al., 1998). (Bevrani & Hiyama, 2007) has addressed a new method to 
bridge the gap between the power of optimal mixed H2/H∞ multiobjective control and 
PI/PID industrial controls. In this work, the PI/PID control problem is reduced to a static 
output feedback control synthesis through the mixed H2/H∞ control technique, and then the 
control parameters are easily carried out using an iterative linear matrix inequalities (ILMI) 
algorithm. 
In this section, based on the idea given in (Bevrani & Hiyama, 2007), the interesting 
combination of different objectives including H2 and H∞ tracking performances for a PID 
controller has been addressed by a systematical, simple and fast algorithm. The 
multiobjective PID control problem is formulated as a mixed H2/H∞ static output feedback 
(SOF) control problem to obtain a desired PID controller. The developed ILMI algorithm in 
(Bevrani & Hiyama, 2007) is used to tune the PID control parameters to achieve mixed 
H2/H∞ optimal performance. 

2.1 PID as a SOF control 

Consider a general system (G(s)) with u and oy  variables as input and output signals. 

Assume that it is desirable to stabilize the system using a PID controller. Here, it will be 

shown that the PID control synthesis can be easily transferable to a SOF control problem. 

The main merit of this transformation is in possibility of using the well-known SOF control 

techniques to calculate the fixed gains, and once the SOF gain vector is obtained, the PID 

gains are ready in hand and no additional computation is needed. 

In a given PID-based control system, the measured output signal ( oy ) performs the input 

signal for the controller which can be written as follows  

 dτ  
dy

ou k y k y k
P o I o D dt

 (1) 

where Pk , Ik  and Dk  are constant real numbers. Therefore, by generalizing the system 

description to include the oy , its integral and derivative as a new measured output vector 

( y ), the PID control problem becomes one of finding a SOF that satisfied the prescribed 

performance requirements. In order to change (1) to a simple SOF control as 

 u Ky  (2) 

Equation (1) can be written as follows 

 [       ] dτ    
T

o
P I D o

dy
u k k k y y

o dt
 (3) 

Therefore, y  in (2) can be generalized to the following form (Fig. 1). 

 
T

o
o

dt

dy

o
yyy 



  τd  (4) 
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Since, the ideal differentiator used in (1), (3) and (4) is unrealizable, a real differentiator 

should be applied in practice. Although most of PID controllers in use have the derivative 

part switched off, proper use of the derivative action can improve the stability and help 

maximize the integral gain for a better performance. For real implementation, ideal 

differintiator (kDs) can be approximated as (kDs/(λkDs+1), where λ is a small number. The 

effect of real and approximated differentiator on the closed-loop dynamics are discussed in 

PID control literature. 

2.2 ILMI-based H2/H∞ SOF design 

A general control scheme using mixed H2/H∞ control technique is shown in Fig. 2. G(s) is a 

linear time invariant system with the given state-space realization in (5). The matrix 

coeificients are constants and it is assumed the system to be stabilizable via a SOF system. 

Here, x  is the state variable vector, w  is disturbance and other external input vector, y  is 

the augmented measured output vector and K  is the controller. The output channel 2z is 

associated with the LQG aspects (H2 performance) while the output channel z is associated 

with the H∞ performance. 

 
   

  
  
  
 


1 2

1 i 2

2 2 21 22

y y1

x Ax B w B u

z C x D w D u

z C x D w D u

y C x D w

 (5) 

Assume 
z  wT  and 

2z  wT  are the transfer functions from w  to z  and w  to 2z , respectively; 

and consider the following state-space realization for the closed-loop system. After defining 

the appropriate H∞ and H2 control outputs ( z and 2z ) for the system, it will be easy to 

determine matrix coefficients (C∞, D∞1, D∞2) and (C2, D21, D22). 

 
  

 

 

 

 


c

c

c

c c

c i 1

c

2 2c 2

y y

x A x B w

z C x D w

z C x D w

y C x D w

 (6) 

A mixed H2/H∞ SOF control design can be expressed as following optimization problem: 

Optimization problem: Determine an admissible SOF law K , belong to a family of internally 

stabilizing SOF gains sofK , 

 u Ky ,  sofK K  (7) 

such that 

 


2 2

sof

z  w
2

K K

inf   T  subject to 
 


1z  wT 1  (8) 

The following lemma gives the necessary and sufficient condition for the existence of the H2 

based SOF controller to meet the following performance criteria. 
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Fig. 1. PID as SOF control. 

 

 

Fig. 2. Closed-loop system via mixed H2/H∞ control. 

 
2 2z  w 2

2
T γ  (9) 

where, 2γ  is the H2 optimal performance index, which demonstrates the minimum upper 

bound of H2 norm and specifies the disturbance attention level.  

The H2 and H∞ norms of a transfer function matrix T(s) with m lines and n columns, for a 

MIMO system are defined as: 

 
2

1

( ) ( )
m

i

s s
 

 
n

ij2 2
j 1

T T  (10) 

 ( ) max [ ( )]
w

s Sup T jw

T  (11) 

where,  is represents the singular values of T(jw). 
Lemma 1, (Zheng et al., 2002): 

For fixed ( )1 2 yA,B ,B ,C ,K , there exists a positive definite matrix X  which solves inequality 
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     



T T

2 y 2 y 1 1

C

(A B KC )X X(A B KC ) B B 0

X L
 (12) 

to satisfy (9), if and only if the following inequality has a positive definite matrix solution, 

 
( )( )

 

    

T T

y y

T T T T

2 y 2 y 1 1

AX XA XC C X

B K XC B K XC B B 0 
 (13) 

where CL  in (12) denotes the controllability gramian matrix of the pair ( )c 1cA ,B and can be 

related to the H2 norm presented in (9) as follows. 

 ( )
2 2

2
T

z  w 2c C 2c
2

T trace C L C  (14) 

It is notable that the condition that  2 yA B KC  is Hurwitz is implied by inequality (12). Thus if  

 2
2( ) T

2c 2ctrace C XC  (15) 

the requirement (9) is satisfied. 

Lemma 2, (Cao et al., 1998) 

The system (A, B, C) is stabilizable via static output feedback if and only if there exists P>0, 

X>0 and K  satisfying the following quadratic matrix inequality 

 
      
   

T T T T T TA X XA - PBB X XBB P PBB P (B X KC)
0

TB X KC I

 (16) 

In the proposed control strategy, to design the PI/PID multiobjective controller, the 

obtained SOF control problem to be considered as a mixed H2/H∞ SOF control problem. 

Then to solve the yielding nonconvex optimization problem, which cannot be directly 

achieved by using LMI techniques, an ILMI algorithm is developed.  

The optimization problem given in (8) defines a robust performance synthesis problem 

where the H2 norm is chosen as a performance measure. Recently, several LMI-based 

methods are proposed to obtain the suboptimal solution for the H2, H∞ and/or H2/H∞ SOF 

control problems. It is noteworthy that using lemma 1, it is difficult to achieve a solution for 

(13) by the general LMI, directly. Here, to get a simultaneous solution to meet (9) and H∞ 

constraint, and to get a desired solution for the above optimization problem, an ILMI 

algorithm is introduced which is well-discussed in (Bevrani & Hiyama, 2007). The 

developed algorithm formulates the H2/H∞ SOF control through a general SOF stabilization. 

In the proposed strategy, based on the generalized static output stabilization feedback 

lemma (lemma 2), first the stability domain of gain vector (PID parameters) space, which 

guarantees the stability of the closed-loop system, is specified. In the second step, the subset 

of the stability domain in the PID parameter space in step one is specified so that minimizes 

the H2 performance indix. Finally and in the third step, the design problem is reduced to 

find a point in the previous subset domain, with the closest H2 performance index to the 

optimal one which meets the H∞ constraint. In summary, the proposed algorithm searches a 
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desired mixed H2/H∞ SOF controller  sofK K  within a family of H2 stabilizing 

controllers sofK , such that 

  *

2 2γ γ , 
 

 
1z  wγ T 1  (17) 

where   is a small real positive number, *

2γ  is H2 performance corresponded to the H2/H∞ 

SOF controller iK  and 2γ  is the reference optimal H2 performance index provided by 

application of standard H2/H∞ dynamic output feedback control. The key point is to 

formulate the H2/H∞ problem via the generalized static output stabilization feedback 

lemma such that all eigenvalues of (A+BKC) shift towards the left half-plane through the 

reduction of a, a real negative number, to close to feasibility of (8). Infact, the a shows the 

pole region for the closed-loop system. The developed ILMI algorithm is summarized in Fig. 

3 (Bevrani & Hiyama, 2007; Bevrani, 2009). The application of above methodology in 

automatic generation control for a multi-area power system is given in section 4.  

3. Multi-objective GA-based PID tuning 

3.1 Intelligent methodologies 

The intelligent technology offers many benefits in the area of complex and nonlinear control 
problems, particularly when the system is operating over an uncertain operating range. 
Generally for the sake of control synthesis, nonlinear systems are approximated by reduced 
order dynamic models, possibly linear, that represent the simplified dominant systems’ 
characteristics. However, these models are only valid within specific operating ranges, and a 
different model may be required in the case of changing operating conditions. On the other 
hand, classical and nonflexible PID designs may not represent desirable performance over a 
wide range of operating conditions. Therefore, more flexible and intelligent PID synthesis 
approaches are needed.  
In recent years, following the advent of modern intelligent methods, such as artificial neural 
networks (ANNs), fuzzy logic, multi-agent systems, GAs, expert systems, simulated 
annealing, Tabu search, particle swarm optimization, Ant colony optimization, and hybrid 
intelligent techniques, some new potentials and powerful solutions for PID tuing have 
arisen. 
In control configuration point of view, the most proposed intelligent based PID tuning 
mechanisms are used for tuning the parameters of existing fixed structure PID controller as 
conceptually shown in Fig. 4. In Fig. 4, it is assumed that the system is controllable and can 
be stabilized via a PID controller.  Here, the applied intelligent technique performs an 

automatic tuner. The initial values for the parameters of the fixed-structure controller ( Pk , 

Ik and Dk  gains in PID) must first be defined. The trial-error and the widely used Ziegler-

Nichols tuning rules are usually employed to set initial gain values according to the open-
loop step response of the plant. The intelligent technique collects information about the 
system response and recommends adjustments to be made to the PID gains. This is an 
iterative procedure until the fastest possible critical damping for the controlled system is 
achieved. The main components of the intelligent tuner include a response recognition unit 
to monitor the controlled response and extract knowledge about the performance of the 
current PID gain setting, and an embedded unit to suggest suitable changes to be made to 
the PID gains. 
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Fig. 3. Developed ILMI algorithm. 
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Fig. 4. Common configurations for intelligent-based PID designs. 

3.2 Genetic algorithm 

Genetic algorithm (GA) is a searching algorithm which uses the mechanism of natural 
selection and natural genetics; operates without knowledge of the task domain, and utilizes 
only the fitness of evaluated individuals. The GA as a general purpose optimization method 
has been widely used to solve many complex engineering optimization problems, over the 
years. In Fact, GA as a random search approach which imitates natural process of evolution 
is appropriate for finding global optimal solution inside a multidimensional searching 
space. From random initial population, GA starts a loop of evolution processes in order to 
improve the average fitness function of the whole population. GAs have been used to adjust 
parameters for different control schemes, e.g. integral, PI, PID, sliding mode control, or 
variable structure control (Bevrani & Hiyama, 2007).  The overall control framework for PID 
controllers is shown in Fig. 5. 
Genetic algorithm (GA) is capable of being applied to a wide range of optimization 
problems that guarantees the survival of the fittest. Time consumption methods such as trial 
and error for finding the optimum solution cause to the interest on the meta-heuristic 
method such as GA. The GA becomes a very useful tool for tuning of parameters in PI/PID 
based control systems.  
GA mechanism is inspired by the mechanism of natural selection where stronger 
individuals would likely be the winners in a competing environment. Normally in a GA, the 
parameters to be optimized are represented in a binary string. A simplified flowchart for 
GA is shown in Fig. 6. The cost function which determines the optimization problem 
represents the main link between the problem at hand (system) and GA, and also provides 
the fundamental source to provide the mechanism for evaluating of algorithm steps. To start 
the optimization, GA uses randomly produced initial solutions created by random number 
generator. This method is preferred when a priori information about the problem is not 
available. There are basically three genetic operators used to produce a new generation. 
These operators are selection, crossover, and mutation. The GA employs these operators to 
converge at the global optimum. After randomly generating the initial population (as 
random solutions), the GA uses the genetic operators to achieve a new set of solutions at 
each iteration. In the selection operation, each solution of the current population is 
evaluated by its fitness normally represented by the value of some objective function, and 
individuals with higher fitness value are selected (Bevrani & Hiyama, 2011).  
Different selection methods such as stochastic selection or ranking-based selection can be 
used. In selection procedure the individual chromosome are selected from the population 
for the later recombination/crossover. The fitness values are normalized by dividing each 
one by the sum of all fitness values named selection probability. The chromosomes with 
higher selection probability have a higher chance to be selected for later breeding. 
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The crossover operator works on pairs of selected solutions with certain crossover rate. The 
crossover rate is defined as the probability of applying crossover to a pair of selected 
solutions (chromosomes). There are many ways to define the crossover operator. The most 
common way is called the one-point crossover. In this method, a point (e.g, for given two 
binary coded solutions of certain bit length) is determined randomly in two strings and 
corresponding bits are swapped to generate two new solutions. 
Mutation is a random alteration with small probability of the binary value of a string position, 
and will prevent GA from being trapped in a local minimum. The coefficients assigned to the 
crossover and mutation specify number of the children. Information generated by fitness 
evaluation unit about the quality of different solutions is used by the selection operation in the 
GA. The algorithm is repeated until a predefined number of generations has been produced. 
Unlike the gradient-based optimization methods, GAs operate simultaneously on an entire 
population of potential solutions (chromosomes or individuals) instead of producing 
successive iterates of a single element, and the computation of the gradient of the cost 
functional is not necessary (Bevrani & Hiyama, 2011). 
 

 

Fig. 5. GA-based PID tuning scheme. 

 

 

Fig. 6. A simplified GA flowchart. 
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Several approaches are given for the analysis and proof of the convergence behavior of GAs. 
The proof of convergence is an important step towards a better theoretical understanding of 
GAs. Some proposed methodologies are based on building blocks idea and schema theorem 
(Thierens & Goldberg, 1994; Holland, 1998; Sazuki, 1995). 

3.3 Multi-objective GA-based tuning mechanism 

The majority of PID control design problems are inherently multi-objective problems, in that 
there are several conflicting design objectives which need to be simultaneously achieved in 
the presence of determined constraints. If these synthesis objectives are analytically 
represented as a set of design objective functions subject to the existing constraints, the 
synthesis problem could be formulated as a multi-objective optimization problem.  
In a multi-objective problem unlike a single optimization problem, the notation of optimality is 
not so straightforward and obvious. Practically in most cases, the objective functions are in 
conflict and show different behavior, so the reduction of one objective function leads to the 
increase in another. Therefore, in a multi-objective optimization problem, there may not exist 
one solution that is best with respect to all objectives. Usually, the goal is reduced to set 
compromising all objectives and determine a trade-off surface representing a set of 
nondominated solution points, known as Pareto-optimal solutions. A Pareto-optimal solution 
has the property that it is not possible to reduce any of the objective functions without 
increasing at least one of the other objective functions (Bevrani & Hiyama, 2011). 
Mathematically, a multi-objective optimization (in form of minimization) problem can be 
expressed as, 

 
 

 
1 2 M

1 2 l

Minimize y f(x) f (x), f (x), ..., f (x)

Subject to g(x) g (x), g (x), ..., g (x) 0

 

 
 (18) 

where  1 2 Nx x , x , ..., x X  is the vector of decision variables in the decision space X, 

 1 2 Ny y , y , ..., y Y  is the objective vector in the objective space. Practically, since there 

could be a number of Pareto-optimal solutions and the suitability of one solution may 

depends on system dynamics, environment, the designer’s choice, etc., finding the center 

point of Pareto-optimal solutions set may be desired. 
GA is well suited for solving of multi-optimization problems. In the most common method, 
the solution is simply achieved by developing a population of Pareto-optimal or near 
Pareto-optimal solutions which are nondominated. The xi is said to be nondominated if 
there does not exist any xj in the population that dominates xi. Nondominated individuals 
are given the greatest fitness, and individuals that are dominated by many other individuals 
are given a small fitness. Using this mechanism, the population evolves towards a set of 
nondominated, near Pareto-optimal individuals (Fonseca & Fleming, 1995). The multi-
objective GA methodology is conducted to optimize the PID parameters. Here, the control 
objective is summarized to minimize the error signal in the control system. To achieve this 
goal and satisfy an optimal performance, the parameters of the PID controller can be 
selected through minimization of following objective function: 

 
L

0

( )      ;   ( ) ( ) ( )rObjFnc e τ dτ e t y t y t    (19) 

where, ObjFnc is the objective function of control system, L is equal to the simulation time 

duration (sec), ( )ry t is the reference signal, and ( )e t is the absolute value of error signal at 
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time t. Following using multi-objective GA optimization technique to tune the PID 

controller and find the optimum value of objective function (18), the fitness function 

(FitFunc) can be also defined as objective control function. Each GA individual is a double 

vector presenting PID parameters. Since, a PID controller has three gain parameters, the 

number of GA variables could be var 3N  . The population should be considered in a matrix 

with size of varm N ; where the m represents individuals. 
The basic line of the algorithm is derived from a GA, where only one replacement occurs per 
generation. The selection phase should be done, first. Initial solutions are randomly 
generated using a uniform random number of PID control parameters. The crossover and 
mutation operators are then applied. The crossover is applied on both selected individuals, 
generating two childes. The mutation is applied uniformly on the best individual. The best 
resulting individual is integrated into the population, replacing the worst ranked individual 
in the population. This process is conceptually shown in Fig. 7.  

4. Application to AGC design 

To illustrate the effectiveness of the introduced PID tuning strategies decribed in sections 2 
and 3, the autumatic genertion control (AGC) synthesis for an interconnected three control 
areas power system, is considered as an example. AGC in a power system automaticaly 
minimizes the system frequency deviation and tie-line power fluctuation due to imballance 
between total generation and load, following a disturbance. AGC has a fundamental role in 
modern power system control/operation, and is well-disscussed in (Bevrani 2009, Bevrani & 
Hiyama 2011). The power system configuration, data and parameters are given in 
(Rerkpreedapong et al., 2003). Each control area is approximated to a 9th order linear system 
which includes three generating units. 

4.1 Mixed H2/H∞ approach 

According to (5), the state-space model for each control area can be calculated as follows: 

 

iiy1iyii

ii22ii21i2i2i

ii2ii1iii

ii2i1iii

wDxCy

uDwDxCz

uDwDxCz

uBwBxAx
i













    i = 1, 2, 3  (20) 

iy  is the measured output (performed by area control error-ACE and its derivative and 

integral), iu  is the control input and iw  includes the perturbed and disturbance signals in 

the given control area.  

The H2 controlled output signals in each control area includes if , iACE  and ciP  which 

are frequency deviation, ACE (measured output) and governor load setpoint, respectively.  
The H2 performance is used to minimize the effects of disturbances on area frequency, ACE 
and penalize fast changes and large overshoot in the governor load set-point. The H∞ 
performance is used to meet the robustness against specified uncertainties and reduction of 
its impact on the closed-loop system performance (Bevrani, 2009). First, a mixed H2/H∞ 
dynamic controller is designed for each control area, using hinfmix function in the LMI 
control toolbox of MATLAB software. In this case, the resulted controller is dynamic type, 
whose order is the same as size of generalized plant model. Then, according to the tuning  
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Fig. 7. Multi-objective GA for tuning of PID parameters. 

methodology described in section 2, a set of three decentralized robust PID controllers are 

designed. Using developed ILMI algorithm, the controllers are obtained following several 

iterations. The proposed control parameters, the guaranteed optimal H2 and H∞ indices 

( 2iγ and iγ ) for dynamic/PID controllers, and simulation results are shown in section 4.3.  

It is noteworthy that here the design of dynamic controller is not a gole. However, the 

performance indeces of robust dynamic controller are used as valid (desirable) refrences to 

apply in the developed ILMI algorithm. It is shown that although the proposed ILMI 

approach gives a set of much simpler controllers (PID) than the dynamic H2/H∞ design, 

however they holds robustness as well as dynamic H2/H∞ controllers. 

4.2 GA approach 

The multi-objective GA-based tuning goal is summarized to minimize the area control error 

(ACE) signals in the interconnected control areas. Usally, the ACE signal is a linear 

combination of frequency deviation and tie-line power change (Bevrani, 2009). To achieve 

this goal, the objective function in a control is considered as 

 



L

t
tii  ACEObjFnc

0
,  (21) 

where, tiACE ,  is the absolute value of ACE signal for area i at time t, and the fitness 

function is defined as follows, 

  n21 ObjFncObjFncObjFncObjFnc ,...,,(.)   (22) 

Here, the number of GA variables is nN 3var  , where n is the number of control areas.  
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4.3 Simulation results 

The above described tuning approaches are applied to the 3-control area power system 
example. Fig. 8 shows the closed-loop response (ACE signals) for three areas, in the presence 
of simultaneous 0.1 pu step load disturbances, and 20% decrease in inertia constant and 
damping coefficient as uncertainties in all areas. Simulation results demonstrate that the 
GA-based tuning method is able to track the load fluctuations and meet robustness for a 
serious load disturbances as well as robust mixed H2/H∞ tuning methodology. Interested 
readers can find more time domain simulations for various load disturbance scenarios in 
(Bevrani & Hiyama, 2011).  
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Fig. 8. Closed-loop system response; solid (GA), dotted (ILMI). 

A new combination of these two tuning approaches is also introduced in (Bevrani & 

Hiyama, 2011), which uses the GA to achieve the same robust performance indices (
*
2γ ,

*γ ) 

as obtained via mixed H2/H∞ control technique. In the proposed approach, the GA is 

employed as an optimization engine to produce the PID controllers with performance 

indices near to optimal ones. 

5. Fuzzy logic and PSO-based PID tuning 

5.1 Overall framework 

Nowadays, fuzzy logic because of simplicity, robustness and reliability is used in almost all 
fields of science and technology, including solving a wide range of control and tuning 
problems. Unlike the traditional tuning methodologies, which are essentially based on the 
linearized mathematical models of the controlled systems, the fuzzy-based tuning technique 
tries to tune the controller parameters directly based on the measurements, long-term 
experiences and the knowledge of domain experts/operators. 
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This section addresses a new intelligent methodology using a combination of fuzzy logic 
and particle swarm optimization (PSO) techniques to tune the parameters of PID controllers. 
The control parameters, KP, KI and KD, are automatically tuned using fuzzy rules, according 
to the on-line information. The PSO technique is used to find optimal values for 
membership functions parameters of the fuzzy logic scheme. The overall control framework 
is shown in Fig. 9. 

5.2 Tuning scheme  

As already mentioned, to improve the performance of PID controllers against changing of 
operating condition and system parameters, a fuzzy-based tuning mechanism can be able to 
adapt the PID parameters during the system operation and according to the on-line 
information. Such controllers are generally known as Two-level Controllers, or Gain Scheduling 
PID Controllers. In a two-level PID controller, usually the lower level controller (PID 
controller) performs  fast direct control and higher level controller (fuzzy logic system as a 
supervisor)  performs low speed supervision. 
 

 

Fig. 9. Fuzzy logic for tuning of PID controller. 

In the two-level Fuzzy-PID controller, direct control of the system (lower level) composed of 

a simple PID controller that generates the control signal u(t) to apply to the plant as follows: 

 P I D

d
u(t) k e(t) k e(t)dt k e(t)

dt
    (23) 

where error signal ( )e t  is used as input signal of the PID controller. Also, the fuzzy logic 

system acts as supervisor of PID controller performance and real-time tuning of its 

parameters according to system operating conditions. 
Fig. 10, shows the structure of supervisory fuzzy system which is composed of four blocks. 

The fuzzification block represents the process of making crisp quantity into fuzzy. In fact, 

the fuzzifier converts the crisp input to a linguistic variable using the membership functions  

stored in the fuzzy knowledge base. Fuzzines in a fuzzy set is characterized by the 

membership functions. Using suitable membership functions, the ranges of input and output 

variables are assigned with linguistic variables. These variables transform the numerical 

values of the fuzzy unit input to the fuzzy quantities. These linguistic variables specify  the 

quality of the control.  

The concepts associated with a database are used to characterize fuzzy rules and a  fuzzy 

data manipulation in fuzzy logic system. A lookup table is made based on discrete universes 

defines the output for all possible combinations of the input  signals. A fuzzy system is 
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characterized by a set of linguistic statements in the form of ‘IF-THEN’ rules. Fuzzy 

conditional statements make the rules or the rule set of the fuzzy system. Finally, the 

Inference engine uses the IF-THEN rules to convert the fuzzy input to the fuzzy output. On 

the other hand, defuzzifier converts the fuzzy output of the inference engine to crisp using 

membership functions analogous to the ones used by the fuzzifier. For defuzzification 

process, commonly center of sums, mean-max, weighted average and centroid  methods are 

employed to defuzzify the fuzzy incremental control law (Bevrani & Hiyama, 2011). 

Generally, fuzzy logic design for a dynamical system involves the following four main steps: 

Step 1: Understanding  of the system  dynamic  behavior  and characteristics. Define the 

states and input/output variables and their variation ranges, 

Step 2: Identify appropriate fuzzy  sets and membership functions. Create the degree of 

fuzzy membership function for each input/output variable and complete fuzzification, 

Step 3: Define a suitable inference engine. Construct the fuzzy rule base, using the control 

rules that the system will operate under. Decide how the action will be executed by 

assigning strengths to the rules, and 

Step 4: Determine defuzzification method. Combine the rules and defuzzify the output. 

 

 

Fig. 10. A general scheme for fuzzy logic system. 

Here, the PSO technique is used to perform the mentioned tuning mechanism. the PSO 

technique is used for tuning of fuzzy system’s membership function parameters to improve 

the overall control performance (Bevrani & Hiyama, 2011). The PSO is a population based 

stochastic optimization technique. In the PSO method, a swarm consists of a set of 

individuals, which each individual specified by position and velocity vectors ( ( )
i

x t , ( )
i

v t ) at 

each time or iteration. Each individual is named as a “particle” and the position of every 

particle represents a potential solution to the under study optimization problem. In an n-

dimensional solution space, each particle treated as a n-dimensional space vector and the 

position of the i-th particle is presented by 1 2( , , , )i i i inv x x x  ; then it flies to a new position 

by velocity represented by
1 2

( , , , ) 
i i i in

v v v v . The best position for i-th particle 

represented by , , 1 , 2 ,( , , , )best i best i best i best inp p p p  is determined according to the best value 

obtained for the specified objective function. 
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Furthermore, the best position found by all particles in the population (global best position), 

can be represented as ,1 ,2 ,( , , , )best best best best ng g g g  . In each step, the best particle position, 

global position, and the corresponding objective function values should be saved. For the 

next iteration, the position ikx  and velocity ikv  corresponding to the k-th dimension of i-th 

particle can be updated using following equations: 

 1 1, , 2 2 , ,( 1) . . ( ( ) ( )) . ( ( ) ( ))ik ik ik best ik ik ik best k ikv t w v c rand p t x t c rand g t x t       (24) 

 ( 1) ( ) ( 1)ik ik ikx t x t v t     (25) 

where, i=1, 2, …, n is the index of particles, w is the inertia weight, 1,ikrand and 2 ,ikrand are 

random numbers in interval [0 1], 1c  and 2c are learning factors, and t represents the 

iterations. 
Usually, a standard PSO algorithm contains the following steps (Daneshmand, 2010): 
Step 1: All particles are initialized via a random solution. In this step, each particle position 
and associated velocity are set by randomly generated vectors. Dimension of position 
should be generated within a specified interval, and the dimension of velocity vector should 
be also generated from a bounded domain using uniform distributions. 
Step 2: Compute the objective function for the particles. 
Step 3: Compare the value of the objective function for the present position of each particle 
with the value of objective function corresponding to the pre-specified best position, and 
replace the pre-specified best position by the present position, if it provides a better result.  
Step 4: Compare the value of the objective function for the present best position with the 
value of the objective function corresponding to the global best position, and replace the 
present best position by the global best position, if it provides a better result.  
Step 5: Update the position and velocity of each particle according to equations (24) and (25). 
Step 6: Stop algorithm if the stop criterion is satisfied. Otherwise, go to step 2. 

5.3 Application example 

In order to investigate the efficiency of the proposed PID tuning strategy, a computer 

simulation has been conducted to design of PID-based AGC system for the standard 39-bus 

10-generator test system, including three wind farms (Daneshmand, 2010). The obtained 

results are compared with the conventional fuzzy logic-based AGC system. 

Here, ACE  is considered as input signal, and the provided control signal, u(t) is used to 

change the set points of AGC participant generating units. To track a desirable AGC 

performance in the presence of high  penetration wind power in a multi-area power system, 

a decentralized fuzzy logic based PID control design is proposed. Decreasing the frequency 

deviations due to fast changes in output power of wind turbines, and limiting tie-lines 

power interchanges in an acceptable range, following disturbances,  are the main goals of 

this effort.  

The Mamdani type inference system is applied, and symmetric 7-segments triangular 

membership functions are used for input and output variables. The membership functions 

are defined as zero (ZO), large negative (LN), medium negative (MN), small negative (SN), 

small positive (SP), medium positive (MP), and large positive (LP). 

In order to reach fast response from the fuzzy system, all membership functions considered 
as triangular with the following mathematical definition: 
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  ( ) max 0,1   i

iX
x x

x
c

 (26) 

where, x and c are the mean and spread of the fuzzy set X, respectively; and xi is a crisp 

variable. Fuzzy rule base is the basis of fuzzy logic operation to map input space to the 
output space. Here, a rule base including 49 fuzzy rules is considered (Table 1). The rule 
base works on vectors composed of ACE and its gradient dACE.  
Since fuzzy rules are stated in terms of linguistic variables, crisp inputs should be also 
mapped to linguistic values using Fuzzification. The antecedent part of the rules composed 
of two parts, combined with fuzzy “AND” operators. The combination is done based on 
interpreting the “AND”  operator by “Minimum” operation. Considering (26), the antecedent 
part of above statement may be defined as follows: 

 ( )( , ) min( ( ), ( ))ACE AND dACE ACE dACEx y x y    (27) 

where ( ) ( ) ACE AND dACE x  is the membership value of antecedent part, and 
ACE

 and 
dACE

 

are the membership values of ACE and dACE, respectively. 

Similarly, for computing the consequent of each rule, the membership function of “Mamdani 

Minimum” implication method can be represented by 

 ( )min( , )
c

MP ACE ANDdACE P
  


  (28) 

where 
MP  denotes the membership function resulted by “Mamdani Minimum” implication, 

and ( ) ACE AND dACE   is the membership value of the related antecedent part. 

In order to combine rules and make a decision based on the all given rules, the sum method 

is used. Finally, for converting output fuzzy set of the fuzzy system to a crisp value the 

centroid method is used for defuzzification (Daneshmand, 2010).  

Each set of input membership functions can be specified by one parameter, 
max

ACE  for 

ACE and maxdACE  for dACE. Also, for control output variables, lower and upper limits 

should be specified for PID parameters of each controller. Therefore, totally eight 

parameters should be optimized for membership functions using PSO algorithm. 

For the sake of PSO algorithm in the present AGC design, the number of particles, particles 

size, 
min

v , 
max

v , 
1

c , and 
2

c  are chosen as 10, 6, -0.5, 0.5, 2.8, and 1.3, respectively. Following 

use of PSO algorithm, the optimal values for membership function parameters can be easily 

obtained. 

To investigate the performance of the proposed control strategy, a network with the same 

topology as the well-known IEEE 10 generators 39-bus system is considered as a test system. 

The system consists of 10 generators, 19 loads, 34 transmission lines, and 12 transformers. The 

power system is divided to three control areas. Single-line diagram, simulation parameters for 

the generators, loads, lines, and transformers of the test system are given in (Daneshmand, 

2010). The desined PID controllers are responsible for producing appropriate control action 

signals according to the measured ACE signals and their time derivatives (dACE).  

For the present case study, the installed capacity includes 582.57 MW of conventional 

generation and 68.4 MW of average wind power generation (10% penetration). To 

demonstrate the effectiveness of the proposed control design, some nonlinear simulations 
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are performed in the SimPower environment of MATLAB software. In the simulations, the 

performance of the closed loop system using the designed fuzzy logic based controllers are 

compared with well-tuned conventional PID controllers. 

As a serious test condition, three load disturbances (step increase in demand) are applied to 

control areas as simultaneous 6.66 pu step load increase in each area at 5 sec. All unitized 

values in this paper are given based on the value of the largest generator nominal power, i.e. 

150 MW. The simulation results are shown in Fig. 11. The ACE signals of the closed loop 

system for all areas are presented, following the applied load disturbances. These figures 

show the superior performance of the proposed fuzzy logic based AGC schemes to the 

conventional PID-based AGC designs in deriving area control error and frequency deviation 

close to zero. The PID parameters for conventional PID controllers in three control areas are 

listed in Table 2. 
 

   dACE 

    LN MN SN ZO SP MP LP 

 LN   LP LP LP MP MP SP ZO 

ACE NM   LP MP MP MP SP ZO SN 

 SN   LP MP SP SP ZO SN MN 

 ZO   MP MP SP ZO SN MN MN 

 S P   MP SP ZO SN SN MN LN 

 MP   SP ZO SN MN MN MN LN 

 LP   ZO SN MN MN LN LN LN 

Table 1. Fuzzy rule base. 

 

Area kP kI kD 

I -0.852 -1.724 -0.001 

II -0.579 -0.950 -0.013 

III -0.971 -1.900 -0.007 

Table 2. Conventional PID parameters. 

6. Conclusion 

Most of real-world control problems refer to multi-objective control designs that several 
objectives such as stability, disturbance attenuation and reference tracking with considering 
practical constraints must be simultaneously followed usually by a simple PID controller. In 
such cases, multi-objective based tuning approaches are needed. In this direction, the 
present chapter addresses three powerfull robust/intelligent multi-objective methodologies 
to improve the performance of PID-based control systems. 
The proposed approaches use mixed H2/H∞, multi-objective genetic algorithm (GA), fuzzy 
logic, and particle swarm optimization (PSO) techniques as optimization tools for optimal 
tuning of PID parameters. Numerical examples on AGC design in multi-area power systems 
are given to illustrate the effectiveness of tuning methods.  
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Fig. 11. ACE signals; proposed PID scheme (solid), conventional PID design (dotted). 
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