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1. Introduction 

Individual recognition systems with high-speed and high-accuracy have been recently 
demanded in the automatic logging into a PC, the immigration at the airport, the access 
control and diligence & indolence management in an office, and so on. Biometric 
authentication is now being regarded as the most valid method because of the receptivity, 
individuality and invariability of biometric identifiers. Various types of the individual 
recognition systems based on biometrics have been studied and partially realized. 
Fingerprints, faces, hand geometry, irises, vein patterns, gait, signatures, etc., are known as 
biometric identifiers. In particular, the fingerprint recognition system has been widely used 
because of its high reliability and reasonable price (Maltoni et al., 2003a; Jain et al., 2010). 
The fingerprint recognition methods can be classified into the following three types: (i) the 
minutiae-based, (ii) the frequency-based and (iii) the image-based methods. 
The minutiae-based method is mainly being used in the practical fingerprint recognition 
system. For example, a memetic fingerprint matching algorithm has been recently proposed 
to identify the optimal or near optimal global matching between two minutiae sets (Sheng et 
al., 2007). A matching technique for fingerprint recognition using the Minutia Cylinder-
Code (MCC), which is based on 3D data structures built from minutiae distances and angles, 
has also been made a proposal (Cappelli et al., 2010) to exclude the drawbacks in the 
fingerprint authentication using local minutiae structures. Moreover, a fingerprint 
verification using spectral minutiae representations has been suggested to overcome 
translation, rotation and scaling which are the drawbacks of minutiae-based algorithms (Xu 
et al., 2009a, 2009b). 
The frequency-based method, such as the frequency analysis method, is also being used in 
the practical fingerprint recognition system in order to secretly hide the original fingerprint 
information (Takeuchi et al., 2007). Recently, a fingerprint recognition method based on mel-
frequency cepstral coefficients and polynomial shape coefficients has been proposed 
because of the robustness to noise and the insensivity to translation (Hashad et al., 2010). 
The image-based method has been being studied to improve the accuracy in the fingerprint 
recognition. For example, an enhanced image-based algorithm for fingerprint verification 
based on invariant moment features has been recently proposed to improve matching 
accuracy and processing speed (Yang & Park, 2008a, 2008b). A novel image-based 
fingerprint matcher based on the minutiae alignment has also been made a proposal to 
improve the verification performance (Nanni & Lumini, 2009). 
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The correlation-based method, which can be classified into the image-based method, has 

also been being studied on the background that the improvement of accuracy in the 

fingerprint recognition system is demanded, though there are demerits of suffering from 

displacement and rotation of a fingerprint in the authentication process. For example, 

recently, a correlation-based fingerprint matching with orientation field alignment has been 

proposed to reduce the processing time (Lindoso et al., 2007). Previously, the joint transform 

correlator (Goodman, 1996) was applied to the fingerprint recognition system and the 

fingerprint recognition optical system based on the joint transform correlator was produced 

experimentally (Kobayashi & Toyoda, 1999). However, there were demerits that the optical 

system needed the reproduction of intensity distribution by use of a CCD camera, a liquid 

crystal spatial light modulator and a PC so that the speed of the authentication was strongly 

dependent on the speed of these electronic devices and optical components. Therefore, the 

merit of light was not fully taken advantage of in the optical system. In addition, the size of 

the optical system became large because the optical system was complicated. 

In this chapter, we describe our proposed optical information processing system for 

biometric authentication using the spatial-frequency correlation of subject’s and enrolled 

biometric identifiers. We call it the optical spatial-frequency correlation (OSC) system for the 

biometric authentication (Yoshimura & Takeishi, 2009). The merit is that high-speed 

authentication would be possible because of all optical system. In addition, our OSC system 

is very simple so that it could be composed in small size. Our OSC system could be 

classified into a combination of the correlation-based and the frequency-based methods. 

First, we introduce the idea of the OSC system especially for the fingerprint recognition. 

Next, we analyze the basic properties of the OSC system by use of a modeled fingerprint 

image of which the grayscale in a transverse line is the 1D finite rectangular wave with a 

period of 0.5mm and the whole width of the fingertip of 15mm. Concretely, the effects of (i) 

transformation of the subject’s fingerprint, such as variation of positions of ridges, and (ii) 

random noise, such as sweat, sebum and dust, etc., superimposed on the subject’s 

fingerprint on the fingerprint recognition in the OSC system are analyzed. Furthermore, we 

investigate the recognition accuracy of the OSC system by use of real fingerprint images on 

the basis of the false acceptance rate (FAR), the false rejection rate (FRR) and the minimum 

error rate (MER). Finally, we conclude our chapter. 

The following sections consist of 2) The OSC system; 3) Basic properties and recognition 

accuracy of the OSC system; 4) Conclusions. 

2. The OSC system 

The spatial-frequency correlation function (SCF) between the subject’s and enrolled 

fingerprints can be obtained by the optical system shown in Fig. 1. In the figure, f stands for 

the focal length of the lens. P1 denotes the input plane with the coordinate system of x1 and 

y1 and P2 does the output plane with the coordinate system of x2 and y2.  The subject’s 

fingerprint image g(x1,y1) and the enrolled fingerprint image h(x1,y1) are superimposed, 

placed in the P1, and illuminated by the plane wave radiated from a laser. Then, the optical 

field U1(x1,y1) in the P1 is given by 

 U1(x1,y1)=g(x1,y1)h(x1,y1)=g(x1,y1)h*(x1,y1),  (1) 
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where * stands for the complex conjugate. In Eq. (1), h=h*, because we consider h as a real 
function such as a fingerprint image. The optical field U2(x2,y2) in P2 is obtained by the 
Fourier transform of U1(x1,y1) and given by 

 *2 22 2
2 2 2

1
( , ) , ,

⎛ ⎞ ⎛ ⎞
= ⊗ − −⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠

y yx x
U x y G H

f f f f fλ λ λ λ λ
,  (2) 

where ⊗  and λ stand for the convolution and the wavelength of a laser light, respectively. 

G and H denote the Fourier transforms of g and h, respectively. We can find that Eq. (2) 

expresses the SCF between g and h. In the following section, we analyze the basic properties 

of our OSC system and investigate whether our proposed system is valid for the fingerprint 

recognition or not. In the investigation, the intensity distribution of the SCF is used because 

only the intensity distribution in the output plane P2 could be obtained by the optical 

detector like a CCD camera. 

 

 

Fig. 1. The OSC system. 

3. Basic properties and recognition accuracy of the OSC system 

In this section, first, the FAR, FRR and MER which are related to the accuracy of the 

fingerprint recognition system are introduced in subsection 3.1. Next, the basic properties of 

the OSC system are investigated using a modeled fingerprint image in subsection 3.2. 

Finally, the recognition accuracy of the OSC system is investigated using real fingerprint 

images in subsection 3.3. 

3.1 FAR, FRR and MER 
Fig. 2 illustrates the basic concept of the FAR and FRR. In the figure, the left-side red curve 
is the impostor distribution and the right-side blue curve is the genuine distribution. The 
longitudinal axis denotes the probability density funcion (PDF).  
The FAR is the probability of accepting impostors erroneously. As shown in the figure, it 
corresponds to an area of the impostor distribution higher than the authentication threshold. 
On the other hand, the FRR is the probability of rejecting authentic person and corresponds 
to the area of the genuine distribution lower than the authentication threshold.  
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As an example, the authentication threshold is decided by a value satisfied with the 

condition that the FAR and FRR take the same value. It is called the MER. However, in 

general, the authentication threshold is shifted toward the right side in order to reduce the 

value of the FAR, though the value of the FRR increases. In our analysis, the horizontal axis 

in Fig. 2 corresponds to the peak value of the normalized intensity distribution of the SCF 

between the two fingerprint images. In the following figures, it is simply written as “peak 

value of SCF“. 

 

 

Fig. 2. Basic concept of the FAR and FRR. The MER can be obtained under the condition that 
FAR=FRR. 

3.2 Basic properties of the OSC system for a modeled fingerprint image 
In this subsection, the basic properties of the OSC system are analyzed using a modeled 

fingerprint image. First, in subsection 3.2.1, the modeled fingerprint image is introduced 

and its spatial-frequency autocorrelation function, i.e., the spatial-frequency correlation of 

the genuine fingerprint of his or her own, is shown. Next, in sebsection 3.2.2, the SCF 

between the modeled fingerprint image and the modified one, i.e., the spatial-frequency 

correlation between the genuine and impostor fingerprints, is shown. Moreover, in 

subsection 3.2.3, the SCF between the modeled fingerprint images with and without random 

noise, is shown. Finally, in subsection 3.2.4, the recognition accuracy of the OSC system for  

the modeled fingerprint images is indicated. 

3.2.1 Modeled fingerprint image and its spatial-frequency autocorrelation function 
Fig. 3 illustrates an example of the fingerprint image used in the FVC2002 (Maltoni & Maio, 

2002; Maltoni et al., 2003b). FVC2002 denotes the abbreviation for the Fingerprint 

Verification Contest held in 2002. This fingerprint image consists of the tiff form with 374 

pixels in height and 388 pixels in width, and the black and white in the image was reversed. 

In general, the grayscale distributions which correspond to the waveforms of the cross-
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sections of the fingerprint are different from each other in the transverse lines of the 

fingerprint image.  

We regard the left side of Fig. 4 as the modeled fingerprint image in order to evaluate the 

basic properties of our proposed system. The normalized grayscale distribution in the 

transverse line of the modeled fingerprint image is expressed in terms of the 1D finite 

rectangular wave shown in the right side of Fig.4. The period of ridges is 0.5mm and the 

whole width of the fingertip is 15mm. The normalized grayscale distribution is intentionally 

composed of 2048 (211) pixels in order to obtain the correct results of the Fourier Transform. 

Concretely, the ridge and valley in the distribution are composed of 25 pixels, respectively. 

The interval of neighboring pixels is 0.01mm. 

Now we consider the case that the normalized grayscale distributions of subject’s and 

enrolled fingerprint images are the same as the 1D finite rectangular wave shown in the 

right side of Fig. 4. This case corresponds to the recognition of his or her own. Then, the 

spatial-frequency autocorrelation function between the subject’s and enrolled fingerprint 

images can be obtained in the output plane P2 in Fig. 1. We derived it numerically under the 

conditions that λ =0.6328× ͳͲିଷmm and f=100mm. The obtained intensity distribution of 

the spatial-frequency autocorrelation function was normalized by its maximum value. The 

normalized intensity distribution is shown in Fig. 5. It has a sharp peak at the center of the 

distribution and takes a value of 1. In general, the peak value denotes the degree of spatial-

frequency correlation and takes a value with a range from 0 to 1. The large value means high 

spatial-frequency correlation and the small one does low spatial-frequency correlation. In 

addition, in this figure, the second maximum value is 0.404 located at x2=±0.127mm which 

is related strongly to a period of the normalized grayscale distribution of the modeled 

fingerprint image, i.e., d =0.5mm and obtained by ± λ f/d. 

In the following analyses, we evaluate the behavior of the peak value of the normalized 

intensity distribution of the SCF between the subject’s and enrolled fingerprint images. 

Moreover, we investigate whether our proposed optical system is valid for the fingerprint 

recognition or not. 

 

 
 

Fig. 3. Example of the fingerprint image used in the FVC2002. The black and white in the 
image was reversed. 
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Fig. 4. Modeled fingerprint image (left) and the normalized grayscale distribution in a 
transverse line of the image (right). The period is 0.5mm and the whole width of the 
fingertip is 15mm. 

 

 
 

Fig. 5. Normalized intensity distribution of the spatial-frequency autocorrelation function of 
the 1D finite rectangular wave shown in the right side of Fig. 4. The second maximum value 
is 0.404 located at x2=±0.127mm. 

3.2.2 SCF between the modeled fingerprint image and the modified one 

In the previous subsection, the normalized grayscale distributions of the subject’s and 
enrolled fingerprint images were the same one which was regarded as the 1D finite 
rectangular wave shown in the right side of Fig. 4. In this subsection, in order to investigate 
the SCF in the case that the subject’s and enrolled fingerprint images are different from each 
other, the modified modeled fingerprint images, i.e., the modified finite rectangular waves, 
were used. The modified ones were produced by changing the positions of the ridges 
randomly from the regular positions of the ridges in the original finite rectangular wave. 
Concretely, the positions of ridges were changed obeying a Gaussian random statistics with 
zero mean. Moreover, the standard deviation of the variation of the positions of the ridges 
was normalized by a period of ridges of the original finite rectangular wave, 0.5mm. We call 
it the normalized standard deviation of the positions of ridges, expressed in terms of ߪ௣௡. ߪ௣௡ indicates the difference between the original and modified finite rectangular waves 

quantitatively. 
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Fig. 6 shows several examples of the normalized grayscale distributions of the modified 

modeled fingerprint images. Figs. 6(a), 6(b) and 6(c) correspond to the cases when the 

normalized standard deviations ߪ௣௡ are 0.05, 0.1 and 0.2, respectively. Fig. 7 shows the 

normalized intensity distributions of the SCFs between the original finite rectangular wave 

shown in the right side of Fig. 4 and the modified ones shown in Figs. 6(a), 6(b) and 6(c). 

Concretely, Figs. 7(a), 7(b) and 7(c) are the results obtained using Figs. 4 and 6(a), Figs. 4 and 

6(b) and Figs. 4 and 6(c), respectively. The obtained intensity distributions of the SCFs were 

normalized by the square root of the product of the peak value of the spatial-frequency 

autocorrelation function of the original finite rectangular wave and the one of the spatial-

frequency autocorrelation function of the modified one. The peak values in Figs. 7(a), 7(b) 

and 7(c) are 0.832, 0.648 and 0.489, respectively. This result indicates the fact that the spatial-

frequency correlation between the two fingerprint images gradually becomes low as the 

difference between the two becomes large. 

Next, in order to investigate the behavior of the peak value of the normalized intensity 

distribution of the SCF, 1000 kinds of the modified modeled fingerprint images were used 
for each value of ߪ௣௡. Fig. 8 indicates the dependence of the peak value of the normalized 

intensity distribution of the SCF on the normalized standard deviation of the positions of 
ridges of the modified finite rectangular wave, ߪ௣௡. The symbol of circle denotes the 

averaged peak value of the normalized intensity distribution of the SCF and the error bar 

does the standard deviation of the peak values. As shown in the figure, the averaged peak 
values when ߪ௣௡=0.05, 0.1, 0.2 and 0.3 are 0.789, 0.656, 0.428 and 0.290, respectively. In 

addition, the standard deviations of the peak values when ߪ௣௡=0.05, 0.1, 0.2 and 0.3 are 

0.0261, 0.0431, 0.0604 and 0.0555, respectively. That is, the peak value of the normalized 

intensity distribution of the SCF decreases with an increase in the normalized standard 
deviation of the positions of the ridges, ߪ௣௡. As a result, it was shown quantitatively that the 

spatial-frequency correlation between the two fingerprint images becomes low as the 

difference between the two becomes large. 

In the next subsection, the effect of random noise added to the subject’s fingerprint image on 

the peak value of the normalized intensity distribution of the SCF is investigated 

quantitatively, in order to evaluate the effects of sweat, sebum and dust, etc., attached at the 

fingertip on the fingerprint recognition. 

3.2.3 SCF between the modeled fingerprint images with and without random noise 
In this subsection, the effect of the random noise corresponding to sweat, sebum and dust, 

etc., at the fingertip on the behavior of the peak value of the normalized intensity 

distribution of the SCF is analyzed. 

Fig. 9 shows several examples of the normalized grayscale distributions of the modeled 

fingerprint images with random noise. Figs. 9(a), 9(b) and 9(c) correspond to the cases when 
the standard deviations of the normalized grayscale, ߪ௚௡, are 0.02, 0.05 and 0.1, respectively. 

To obtain these figures, first, we added the Gaussian random noise with the averaged value 
of 0 and the standard deviation of ߪ௚௡ to the original finite rectangular wave shown in the 

right side of Fig. 4. Next, we renormalized the obtained wave so as to have a range from 0 to 

1. The reason why the renormalization was performed is that the renormalization of the 

grayscale of the fingerprint image would be conducted in the detecting process of a 

fingerprint by use of an optical scanner. 
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Fig. 6. Normalized grayscale distributions of the modified modeled fingerprint images when 
the normalized standard deviations of the positions of ridges, ߪ௣௡, are (a)0.05, (b)0.1 and 

(c)0.2, respectively. ߪ௣௡	is the standard deviation of the variation of the positions of the 

ridges of the modified rectangular wave, normalized by a period of ridges of the original 
rectangular wave, i.e., 0.5mm. 
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Fig. 7. Normalized intensity distributions of the SCFs between the original finite rectangular 
wave shown in the right side of Fig. 4 and the modified ones shown in Figs. 6(a), 6(b) and 
6(c). The peak values in Figs. 7(a), 7(b) and 7(c) are 0.832, 0.648 and 0.489, respectively. 
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Fig. 8. Dependence of the peak value of the normalized intensity distribution of the SCF on 
the normalized standard deviation of the positions of ridges of the modified finite 
rectangular wave, ߪ௣௡. The averaged peak values for ߪ௣௡ of 0.05, 0.1, 0.2 and 0.3 are 0.789, 

0.656, 0.428 and 0.290, respectively. 

Fig. 10 shows the normalized intensity distributions of the SCFs between the original finite 

rectangular wave shown in the right side of Fig. 4 and the ones with the Gaussian random 

noise shown in Figs. 9(a), 9(b) and 9(c). Concretely, Figs. 10(a), 10(b) and 10(c) are the results 

obtained using Figs. 4 and 9(a), Figs. 4 and 9(b) and Figs. 4 and 9(c), respectively. The peak 

values in Figs. 10(a), 10(b) and 10(c) are 0.885, 0.759 and 0.652, respectively. This result 

indicates that the spatial-frequency correlation between the two fingerprint images 

gradually becomes low as the added random noise becomes large. 

Next, in order to investigate the behavior of the peak value of the normalized intensity 

distribution of the SCF, 1000 kinds of the modeled fingerprint images with the Gaussian 

random noise were used for each value of ߪ௚௡. Fig. 11 indicates the dependence of the peak 

value of the normalized intensity distribution of the SCF on the normalized standard 

deviation of the added random noise, ߪ௚௡. The symbol of circle denotes the averaged peak 

value and the error bar does the standard deviation of the peak values. As shown in the 

figure, the averaged peak values when ߪ௚௡ =0.02, 0.05 and 0.1 are 0.891, 0.775 and 0.653, 

respectively. In addition, the standard deviations of the peak values when ߪ௚௡ =0.02, 0.05 

and 0.1 are 0.0114, 0.0216 and 0.0294, respectively. That is, the peak value of the normalized 

intensity distribution of the SCF decreases with an increase in the normalized standard 

deviation of the added random noise, ߪ௚௡. As a result, it was shown quantitatively that the 

spatial-frequency correlation between the two fingerprint images becomes low as the added 

random noise becomes large. 

In the next subsection, we analyze the recognition accuracy of the OSC system by use of the 

modeled fingerprint images on the basis of the FAR, FRR and MER. 
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Fig. 9. Normalized grayscale distributions of the modeled fingerprint images with the 
Gaussian random noise when the standard deviations of the normalized grayscale, ߪ௚௡, are 

(a)0.02, (b)0.05 and (c)0.1, respectively. 
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Fig. 10. Normalized intensity distributions of the SCFs between the original finite 
rectangular wave shown in the right side of Fig. 4 and the ones with the Gaussian random 
noise shown in Figs. 9(a), 9(b) and 9(c). The peak values in Figs. 10(a), 10(b) and 10(c) are 
0.885, 0.759 and 0.652, respectively. 
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Fig. 11. Dependence of the peak value of the normalized intensity distribution of the SCF on 
the normalized standard deviation of the added random noise, ߪ௚௡. The averaged peak 

values for ߪ௚௡ of 0.02, 0.05 and 0.1 are 0.891, 0.775 and 0.653, respectively. 

3.2.4 Recognition accuracy for the modeled fingerprint images 
First, in order to derive the impostor distribution, for example, we paid attention to the 

result for ߪ௣௡=0.3 in Fig. 8. Fig. 12 indicates the histogram of the peak value of normalized 

intensity distribution of the SCF between the original finite rectangular wave and the 

modified one with ߪ௣௡=0.3. The averaged peak value was 0.290 and the standard deviation 

of the peak values was 0.0555 as already described in subsection 3.2.2. 

Next, in order to derive the genuine distribution, for example, we paid attention to the result 

for ߪ௚௡=0.1 in Fig. 11. Fig. 13 indicates the histogram of the peak value of normalized 

intensity distribution of the SCF between the original finite rectangular waves with and 

without the Gaussian random noise having the averaged value of 0 and ߪ௚௡=0.1. The 

averaged peak value was 0.653 and the standard deviation of the peak values was 0.0294 as 

already described in subsection 3.2.3. 

From the frequency distributions shown in Figs. 12 and 13, the impostor and genuine 

distributions shown in Fig. 2 can be obtained by fitting the normalized Gaussian 

distributions to these frequency distributions. Fig. 14 is the result. The left-side red and 

right-side blue curves correspond to the impostor and genuine distributions, respectively. In 

this figure, the MER where the FAR and FRR take the same value is 9.͵Ͷ × ͳͲିସ% when the 

authentication threshold is 0.527. As a result, it was found that the recognition accuracy of 

the OSC system is extremely high. 

In the next subsection, we analyze the recognition accuracy of the OSC system by use of real 

fingerprint images on the basis of the FAR, FRR and MER. 
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Fig. 12. Histogram of the peak value of the normalized intensity distribution of the SCF 
between the original finite rectangular wave and the modified one with ߪ௣௡=0.3. The 

averaged peak value is 0.290 and the standard deviation of the peak values is 0.0555. 

 

 

Fig. 13. Histogram of the peak value of the normalized intensity distribution of the SCF 
between the original finite rectangular waves with and without the Gaussian random noise 
having the averaged value of 0 and ߪ௚௡=0.1. The averaged peak value is 0.653 and the 

standard deviation of the peak values is 0.0294. 
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Fig. 14. Impostor and genuine distributions obtained from Figs. 12 and 13, respectively.  

3.3 Recognition accuracy of the OSC system for real fingerprint images 
In this subsection, the recongition accuracy of our proposed system is investigated by use of 

the real fingerprint images used in the FVC 2002. First, in subsection 3.3.1, the behavior of 

the peak value of the nomalized intensity distribution of the SCF between two different 

fingerprint images is shown. Next, in subsection 3.3.2, the behavior of the peak value of the 

normalized distribution of the SFC between the fingerprint images with and without 

random noise is also shown. Finally, in subsection 3.3.3, the recognition accuracy of the OSC 

system is indicated and compared with that of the marketed products of fingerprint 

recognition system. 

3.3.1 Behavior of the peak value of the SCF between two different fingerprint images 
First, in order to obtain the impostor distribution, we analyzed the frequency distribution of 
the peak value of the normalized intensity distribution of the SCF between two different 
fingerprint images. There are 880 fingerprint images for 110 kinds of fingertips in the 
database used in the FVC 2002. We used 110 fingerprint images which were selected one by 
one from 110 kinds of fingertips. Therefore, the total number of frequencies was 

110C109=5,995.  
Fig. 15 indicates the histogram of the peak value of the normalized intensity distribution of 
the SCF between two different fingerprint images used in FVC2002. In the figure, the 
averaged peak value is 0.309 and the standard deviation of the peak values is 0.103. The 
obtained averaged peak value, 0.309, corresponds well to the result (0.290) when the 
normalized standard deviation of the positions of ridges, ߪ௣௡, is 0.3, as shown in Fig. 12. 

However, the obtained standard deviation of the peak values, 0.103, does not corespond 
well to the result (0.0555) shown in Fig. 12. 
Therefore, we may say from the viewpoint of the averaged property that the spatial-
frequency correlation between two different real fingerprint images is equivalent to that 
between the modeled fingerprint image introduced in subsection 3.2.1 and the modified one 
with ߪ௣௡=0.3 introduced in subsection 3.2.2. However, we found that the standard 
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deviations of the peak values, which correspond to the extent of the impostor distributions, 
are different from each other. 
 

 

Fig. 15. Histogram of the peak value of the normalized intensity distribution of the SCF 
between two different fingerprint images used in FVC2002. The averaged peak value is 
0.309 and the standard deviation of the peak values is 0.103. 

3.3.2 Behavior of the peak value of the SCF between the fingerprint images with and 
without random noise 
Next, in order to obtain the genuine distribution, we analyzed the frequency distribution of 

the peak value of the normalized intensity distribution of the SCF between the fingerprint 

images with and without random noise. Concretely, the Gaussian random noise with the 

standard deviation of the normalized grayscale, ߪ௚௡, of 0.1 and the averaged value of 0 was 

added to the 110 fingerprint images selected in the previous subsection. For each selected 

fingerprint image, 50 fingerprint images with the Gaussian random noise having the same 

statistical properties mentioned above were produced. Therefore, the total number of 

frequencies was 5,500.  

Fig. 16 indicates the histogram of the peak value of the normalized intensity distribution of 

the SCF between the fingerprint images with and without the Gaussian random noise. The 

averaged peak value is 0.889 and the standard deviation of the peak values is 0.0613. These 

obtained values of 0.889 and 0.0613 do not correspond well to the results (0.653 and 0.0294, 

respectively) shown in Fig. 13. In addition, the effect of random noise can be regarded as 

smaller in case of real fingerprint images because the averaged peak value has a higher 

value. The reason is considered that the 1D normalized grayscale distribution in a line of the 

real fingerprint image is not regular like the 1D finite rectangular wave. As a result, it was 

found that the genuine distribution obtained using the real fingerprint images is different 

from that obtained using the modeled fingerprint images. 
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Fig. 16. Histogram of the peak value of the normalized intensity distribution of the SCF 
between the fingerprint images with and without the Gaussian random noise having the 
averaged value of 0 and ߪ௚௡=0.1. The averaged peak value is 0.889 and the standard 

deviation of the peak values is 0.0613. 

3.3.3 Recognition accuracy for real fingerprint images 
From the frequency distributions shown in Figs. 15 and 16, the impostor and genuine 

distributions shown in Fig. 2 can be obtained by fitting the normalized Gaussian 

distributions to these frequency distributions. Fig. 17 is the result. The left-side red and 

right-side blue curves correspond to the impostor and genuine distributions, respectively. In 

this figure, the MER where the FAR and FRR take the same value is 0.021% when the 

authentication threshold is 0.672. 

In Table 1, the relationship among the authentication threshold, FAR and FRR is 

summarized. The FAR and FRR are 0.01% and 0.042%, respectively, when the authentication 

threshold is 0.692. Moreover, the FAR and FRR are 0.001% and 0.26%, respectively, when 

the authentication threshold is 0.748. As already described in subsection 3.2.4, the MER was 9.͵Ͷ × ͳͲିସ%. Therefore, the recognition accuracy becomes low in case of using the real 

fingerprint images. 

In Table 2, the FAR and FRR are shown for several marketed products of fingerprint 

recognition system. Our OSC system can be classified into a combination of the correlation-

based and the frequency-based methods. From the comparison between Tables 1 and 2, it is 

found that the recognition accuracy of our OSC system is fully high in comparison with that 

of the existing marketed product named PUPPY FIU-600-N03 (SONY) based on the 

correlation method. In addition, we can see that the recognition accuracy of our OSC system 

is comparable to that of the other methods like the minutiae-based and the frequency 

analysis methods. 
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Fig. 17. Impostor and genuine distributions obtained from Figs. 15 and 16, respectively.  

 

Threshold FAR(%) FRR(%) 

0.672 0.021 0.021 

0.692 0.01 0.042 

0.748 0.001 0.26 

Table 1. Relationship among the authentication threshold, FAR and FRR in the OSC 
system. 

 

Method Product Company FAR(%) FRR(%) Reference 

Minutiae 
based 

SX-
Biometrics 
Suite 

Silex 
Technology 

  0.001 0.1 [1] 

Correlation 
based 

PUPPY FIU-
600-N03 

Sony  ≤0.01 ≤1.0 [2] 

Frequency 
analysis 

UB-safe DDS  ≤0.001 ≤0.1 [3] 

Table 2. Several marketed products of the fingerprint recognition system and their 
recognition accuracy. 

4. Conclusions 

In this chapter, we have described the OSC system for the fingerprint recognition. Our 

system has the merit that high-speed authentication would be possible because it could be 

composed of all optical system. In addition, our system is very simple so that it could be 

composed in small size. 

www.intechopen.com



 
Optical Spatial-Frequency Correlation System for Fingerprint Recognition 103 

First, we analyzed the basic properties of the OSC system by use of the modeled fingerprint 
image of which the grayscale in a transverse line is the 1D finite rectangular wave with a 
period of 0.5mm and the whole width of the fingertip of 15mm. Concretely, the effect of 
transformation of the subject’s fingerprint, such as variation of positions of ridges, on the 
fingerprint recognition in the OSC system was analyzed. Moreover, the effect of random 
noise, such as sweat, sebum and dust, etc., superimposed on the subject’s fingerprint on the 
fingerprint recognition in the OSC system was analyzed. Next, we investigated the 
recognition accuracy of the OSC system by use of the real fingerprint images used in the 
FVC 2002 on the basis of the FAR, FRR and MER. As a result, we could make clear that our 
OSC system has high recognition accuracy of FAR=0.001% and FRR=0.26% in comparison 
with that in the marketed product based on the correlation-based method. Moreover, our 
OSC system has comparable recognition accuracy to that in the other marketed products 
based on the minutiae-based and the frequency analysis methods. 
This study has been performed only on the basis of the numerical analysis. Therefore, as a 
further study, we would produce the OSC system by use of a laser, a lens, etc., and make 
clear the validity for our OSC system by evaluating our system experimentally from the 
viewpoint of the recognition accuracy such as the FAR, FRR and MER. 
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