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1. Introduction  

Remote Sensing systems, particularly those deployed on satellites, provide a repetitive and 
consistent view of the Earth (Schowengerdt, 2007). To meet the needs of different remote 
sensing applications the systems offer a wide range of spatial, spectral, radiometric and 
temporal resolutions. Satellites usually take several images from frequency bands in the 
visual and non-visual range. Each monochrome image is referred to as a band and a 
collection of several bands of the same scene acquired by a sensor is called multispectral 
image (MS). A combination of three bands associated in a RGB (Red, Green, Blue) color 
system produce a color image.   
The color information in a remote sensing image by using spectral band combinations for a 
given spatial resolution increases information content which is used in many remote sensing 
applications. Otherwise, different targets in a single band may appear similar which makes 
difficult to distinguish them. Different bands can be acquired by a single multispectral 
sensor or by multiple sensors operating at different frequencies. Complementary 
information about the same scene can be available in the following cases (Simone et al., 
2002): 

 Data recorded by different sensors; 

 Data recorded by the same sensor operating in different spectral bands; 

 Data recorded by the same sensor at different polarization; 

 Data recorded by the same sensor located on platforms flying at different heights. 

In general, sensors with high spectral resolution, characterized by capturing the radiance 
from different land covers in a large number of bands of the electromagnetic spectrum, do 
not have an optimal spatial resolution, that may be inadequate to a specific identification 
task despite of its good spectral resolution (González-Audícana, 2004).  On a high spatial 
resolution panchromatic image (PAN), detailed geometric features can easily be recognized, 
while the multispectral images contain richer spectral information. The capabilities of the 
images can be enhanced if the advantages of both high spatial and spectral resolution can be 
integrated into one single image. The detailed features of such an integrated image thus can 
be easily recognized and will benefit many applications, such as urban and environmental 
studies (Shi et al., 2005). 
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With appropriate algorithms it is possible to combine multispectral and panchromatic bands 
and produce a synthetic image with their best characteristics. This process is known as 
multisensor merging, fusion, or sharpening (Pohl & Genderen, 1998; Zhang, 2004; Wald, 
2002). It aims to integrate the spatial detail of a high-resolution panchromatic image (PAN) 
and the color information of a low-resolution multispectral (MS) image to produce a high-
resolution MS image (hybrid product). The result of image fusion is a new image which is 
more suitable for human and machine perception or further image-processing tasks such as 
segmentation, feature extraction and object recognition. 
The hybrid product should offer the highest possible spatial information content while still 
preserving good spectral information quality. It is known that the spatial detailed 
information of PAN image is mostly carried by its high-frequency components, while the 
spectral information of MS image is mostly carried by its low-frequency components. If the 
high-frequency components of the MS image are simply substituted by the high-frequency 
components of the panchromatic image, the spatial resolution is improved but with the loss 
of spectral information from the high-frequency components of MS image (Guo et al., 2010; 
Li et al. 2002; Zhou et al., 1998).  
To produce hybrid images with good quality some aspects should be considered during the 
fusion process (Schowengerdt, 2007; Fonseca et al., 2008): 

 The PAN and MS images should be acquired at nearby dates. Several changes may occur 
during the interval of acquisition time: variations in the vegetation depending on the 
season of the year, different lighting conditions, construction of buildings, or changes 
caused by natural catastrophes (e.g. earthquakes, floods and volcanic eruptions); 

 The spectral range of PAN image should cover the spectral range of all multispectral 
bands involved in the fusion process to preserve the image color. This condition can 
avoid the color distortion in the fused image; 

 The spectral band of the high resolution image should be as similar as possible to that of 
the replaced low resolution component in the fusion process; 

 The high resolution image should be globally contrast matched to the replaced 
component to reduce residual radiometric artifacts; 

 The PAN and MS images must be registered with a precision of less than 0.5 pixel, 
avoiding artifacts in the fused image. 

Some of these factors are less important when the fused images are from regions of the 
spectrum with different remote sensing phenomenologies. For example, there is no reason 
to assume radiometric correlation between the images in the fusion of low-resolution 
thermal or radar images with multispectral visible imagery (Schowengerdt, 2007).   
The merging process becomes more difficult in those cases where the ratio between the spatial 
resolutions of both images is greater than 4 due to the registration and resampling processes. 
Ling et al. (2008) showed that a spatial resolution ratio of 1:10 or higher is desired for optimal 
multisensor image fusion provided the input panchromatic image is not downsampled to a 
coarser resolution. Due to the synthetic pixels generated from resampling, the quality of the 
fused image decreases as the spatial resolution ratio decreases (e.g. from 1:10 to 1:30). In cases 
where the spatial resolution ratio is too small (e.g. 1:30), to obtain better spectral integrity of 
the fused image, one may downsample the input high-resolution panchromatic image to a 
slightly lower resolution before fusing it with the multispectral image. 
Most image processing systems such as Environment for Visualizing Images - ENVI 
(Research System, 2011), SPRING (SPRING, 2011; Câmara et al., 1996) and ERDAS (ERDAS, 
2011) have an image fusion module. Also, some image fusion algorithms have been 
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implemented using open software such as TerraLib, which is a Geographic Information 
Systems (GIS) classes and functions library available from the Internet as open source, 
allowing a collaborative environment and its use in the development of multiple GIS tools 
(TerraLib, 2011). 
Based on the problems aforementioned, we present a brief review about fusion techniques and 
fusion evaluation methods, and also a discussion about the use of image fusion techniques in 
three remote sensing applications, which will be illustrated through case studies. Each case 
study presents results applied to real data and problems in remote sensing such as for inland 
water analysis, disaster and urban studies. Two of them use hybrid images generated from 
CBERS-2B images that are freely available on internet (INPE, 2011). 
The chapter is organized in five sections: Section 2  briefly describes the most traditional 
fusion methods, Section 3 describes some techniques for fused image quality assessment, 
Section 4 presents three case studies that illustrate the application of image fusion in the 
remote sensing area, finally section 5 concludes the work. 

2. Fusion methods 

Ideally, image fusion techniques should allow combination of images with different spectral 
and spatial resolution keeping the radiometric information (Pohl and Genderen, 1998). Huge 
effort has been put in developing fusion methods that preserve the spectral information and 
increase detail information in the hybrid product produced by fusion process.  
Methods based on IHS transform (Choi, 2006; Schetselaar, 1998; Silva et al., 2008; Tu et al., 
2001a, 2001b, Tu et al., 2004; Tu et al., 2007) and Principal Components Analysis (PCA) 
(Chavez, 1989) probably are the most popular approaches used to enhance the spatial 
resolution of multispectral images with panchromatic images. However, both methods suffer 
from the problem that the radiometry on the spectral channels is modified after fusion. This is 
because the high-resolution panchromatic image usually has spectral characteristics different 
from both the intensity and the first principal components (Li et al., 2002). More recently, new 
techniques have been proposed such as those that combine wavelet transform with IHS model 
and PCA transform to manage the color and details information distortion in the fused image 
(Cao et al., 2003; González-Audícana et al., 2004; Simone et al., 2002).   
Below, we present the basic theory of the fusion methods based on IHS, PCA, arithmetic 
operators, and Wavelet Transform (WT), which are the most traditional techniques used in 
remote sensing applications. 

2.1 IHS color model  
IHS method consists on transforming the R,G and B bands of the multispectral image into 
IHS components, replacing the intensity component by the panchromatic image, and 
performing the inverse transformation to obtain a high spatial resolution multispectral 
image (Schowengerdt, 2007; Carper et al., 1990). 
The three multispectral bands, R, G and B, of a low resolution image are first transformed to 
the IHS color space as (Carper et al., 1990): 

 ൭ ଵܸଶ൱ܫܸ = ۈۉ
ۇ ଵଷ ଵଷ ଵଷଵ√଺ ଵ√଺ − ଶ√଺ଵ√ଶ − ଵ√ଶ Ͳ ۋی

ۊ ൭ܴܤܩ൱ (1) 
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ܪ  = ଵି݊ܽݐ ቀ௏మ௏భቁ (2) 

 ܵ = ට ଵܸଶ + ଶܸଶ (3) 

where I, H , S  components are intensity, hue and saturation, and V1 and V2 are the 
intermediate variables. Fusion proceeds by replacing component I with the panchromatic 
high-resolution image information, after matching its radiometric information with the 
component I (Figure 1). The fused image, which has both rich spectral information and high 
spatial resolution, is then obtained by performing the inverse transformation from IHS back 
to the original RGB space as 

 ൭ܴܤܩ൱ = ۈۉ
ۇ ͳ ଵ√଺ ଵ√ଶͳ ଵ√଺ − ଵଶଵଵ√ଶ − ଶ√଺ Ͳ ۋی

ۊ ൭  ଵܸଶ൱ (4)ܫܸ

Although the IHS method has been widely used, the method cannot decompose an image 
into different frequencies in frequency space such as higher or lower frequency. Hence the 
IHS method cannot be used to enhance certain image characteristics (Shi et al., 2005). 
Besides, the color distortion of IHS technique is often significant. To reduce the color 
distortion, the PAN image is matched to the intensity component before the replacement or 
the hue and saturation components are stretching before the reverse transform. Ling et al. 
(2007) also propose a method that combines a standard IHS transform with FFT filtering of 
both the panchromatic image and the intensity component of the original multispectral 
image to reduce color distortion in the fused image. 
 

 

Fig. 1. Block scheme of the IHS fusion method. 
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2.2 Principal Components Analysis (PCA) 
The fusion method based on PCA is very simple (Chavez & Kwakteng, 1989; Schowengerdt, 
2007; Zhang, 1999). PCA is a general statistical technique that transforms multivariate data 
with correlated variables into one with uncorrelated variables. These new variables are 
obtained as linear combinations of the original variables. PCA has been widely used in 
image encoding, image data compression, image enhancement and image fusion. In the 
fusion process, PCA method generates uncorrelated images (PC1, PC2, …, PCn, where n is 
the number of input multispectral bands). The first principal component (PC1) is replaced 
with the panchromatic band, which has higher spatial resolution than the multispectral 
images. Afterwards, the inverse PCA transformation is applied to obtain the image in the 
RGB color model as shown in Figure 2.  
In PCA image fusion, dominant spatial information and weak color information is often a 
problem (Zhang, 2002). The first principal component, which contains maximum variance, is 
replaced by PAN image. Such replacement maximizes the effect of panchromatic image in 
the fused product. One solution could be stretching the principal component to give a 
spherical distribution. Besides, the PCA approach is sensitive to the choice of area to be 
fused. Other problem is related to the fact that the first principal component can be also 
significantly different from the PAN image. If the grey values of the PAN image are 
adjusted to the grey values similar to PC1 component before the replacement, the color 
distortion is significantly reduced. 
 

 

Fig. 2. Block scheme of the PCA fusion method. 

2.3 Arithmetic combination  
In accord to Zhang (2002), different arithmetic combinations such as Brovey Transform, 
Synthetic Variable Ratio (SVR) and Ratio Enhancement (RE) techniques have been 
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2007).  
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In the Brovey method, given the multispectral MSi (i=1,2,3) and PAN images, the fused 
image ܷܨ ௜ܵ, for each band, is obtained as  

ܷܨ  ௜ܵ = ெௌ೔∑ ெௌ೔೙೔సభ ×  (5) ܰܣܲ

The Brovey Transform was developed to provide contrast in features such shadows, water 
and high reflectance areas. Consequently, the Brovey Transform should not be used if 
preserving the original scene radiometry is important. However, it is good to produce RGB 
images with a higher degree of contrast and visually appealing images (ERDAS, 2011).  
Other arithmetic methods such as SVR and RE are similar and involve more computations 
for the simulated image (Chavez et al., 1991).  

2.4 Wavelet Transform (WT) 
In the fusion methods based on wavelet transform (Mallat, 1989), the images are 
decomposed into pyramid domain, in which coefficients are selected to be fused (Garguet-
Duport et al., 1996). The two source images are first decomposed using wavelet transform. 
Wavelet coefficients from MS approximation subband and PAN detail subbands are then 
combined together, and the fused image is reconstructed by performing the inverse wavelet 
transform (Figure 3).  Since the distribution of coefficients in the detail subbands have mean 
zero, the fusion result does not change the radiometry of the original multispectral image (Li 
et al., 2002). The simplest method is based on the selection of the higher value coefficients, 
but various other methods have been proposed in the literature (Amolins et al., 2007; Chen 
et al., 2005; Chibani & Houacine, 2000, 2003 ; Choi et al., 2005; Garzelli & Nencini, 2005; 
Ioannidou & Karathanassi, 2007; Li et al., 2002; Li et al., 2005; Lillo-Saavedra et al., 2005; 
Pajares & de la Cruz, 2004; Shi et al., 2005; Zhou et al., 1998).  
The schemes used to decompose the images are based on decimated (Mallat, 1989) and 
undecimated algorithms (Lang et al., 1995, González-Audicana et al., 2005). In the decimated 
algorithm, the signal is down-sampled after each level of transformation. In the case of a 
two-dimensional image, down-sampling is performed by keeping one out of every two rows 
and columns, making the transformed image one quarter of the original size and half the 
original resolution (Amolins et al., 2007). In the lower level of decomposition, four images 
are produced, one approximation image and three detail images. The decimated algorithm 
is not shift-invariant, which means that it is sensitive to shifts of the input image. The 
decimation process also has a negative impact on the linear continuity of spatial features 
that do not have a horizontal or vertical orientation. These two factors tend to introduce 
artifacts when the algorithm is used in applications such as image fusion (Amolins et al., 
2007). 
On the other hand, the undecimated algorithm addresses the issue of shift-invariance. It 
does so by suppressing the down-sampling step of the decimated algorithm and instead up-
sampling the filters by inserting zeros between the filter coefficients. The undecimated 
algorithm is redundant, meaning some detail information may be retained in adjacent levels 
of transformation. It also requires more space to store the results of each level of 
transformation and, although it is shift-invariant, it does not resolve the problem of feature 
orientation (González-Audícana et al., 2005 ; Garzelli & Nencini, 2005). 
Most methods based on wavelet transform exploits the context dependency by thresholding 
the local correlation coefficient between the images to be merged, to avoid injection of 
spatial details that are not likely to occur in the high spatial image (Choi et al., 2005; Li et al., 
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2005; Lillo-Saavedra & Gonzalo, 2006; Song et al., 2007; Ventura et al., 2002; Yang et al., 
2007). These techniques seem to reduce the color distortion problem and to keep the 
statistical parameters invariable.  
Zhou et al. (1998) compared a fusion method based on wavelet transform with IHS, PCA 
and Brovey transform to merge Landsat TM and SPOT panchromatic image. They conclude 
that with the wavelet merging method it is easy to control the trade-off between the spectral 
information from a low spatial-high spectral resolution sensor and the spatial structure from 
a high spatial-low spectral resolution sensor. They also showed that simultaneous best 
spectral and spatial quality can only be achieved with wavelet transform methods compared 
with the other approaches.The main drawback consists on the selection of the coefficients to 
be merged. 
In accord to Zhang (2002), although the color distortion is reduced in the WT fusion 
methods, the colors seem not being smoothly integrated into the spatial features. Besides, 
some researchers have reported the loss of spectral content of small objects.  
Pajares & de la Cruz (2004) conclude that when the images are smooth, without abrupt 
intensity changes, the wavelets work appropriately, improving the results of the classical 
methods. This has been verified with smooth images and also with medical images, where 
no significant changes are present. In this case, the type of images (remote sensing, medical) 
is irrelevant.  
Other researchers have proposed alternative methods, which present some improvements, 
especially for holding spectral information, texture information, and contour information 
(Chai et al., 2010; Guo et al., 2010; Jing & Cheng, 2010; Miao et al., 2011; Yang & Jiao, 2008). 
Miao et al. (2011) stated that detail information can be easily caught when the images are 
decomposed by shearlet transform in any scale and any direction. Guo et al. (2010) proposed 
an approach based on Expectation Maximization (EM) and Covariance Intersection (CI) 
models for image fusion. The ideal MS and PAN images are estimated by EM along with the 
covariance matrices of the estimation error. Then, CI is applied to combine the two images 
 

 

Fig. 3. Block scheme of the WT fusion method. 

MS PAN 

PAN and MS   
subbands combination 

Wavelet Transform 
decomposition 

Inverse Wavelet 
Transform 

Wavelet Transform 
decomposition 

FUS 

www.intechopen.com



 
 Image Fusion and Its Applications 160 

and provide a consistent estimate of the high-resolution MS image. Comparing with WT 
and PCA methods, the proposed EM–CI method preserves more significant spectral 
information at the cost of slightly lower improvement on spatial quality. 

3. Methods for fused image quality assessment 

Some researchers have evaluated different image fusion methods using different image 
quality measures (Alparone et al., 2004; Alparone et al., 2007; Amolins et al., 2007; Chavez et 
al., 1991; González-Audícana et al., 2005; Guo et al., 2010; Laporterie-Dejean et al., 2005; 
Marcelino et al., 2003; Nikolakopoulos, 2005; Wald, 2000; Wang & Bovik, 2002). Generally, 
the goodness of an image-fusion method can be evaluated by comparing the resulting 
merged image with a reference image, which is assumed to be ideal.  This comparison can 
be based on spectral and spatial characteristics, and can be done both visually and 
quantitatively. Unfortunately, the reference image is not always available in practice, thus, it 
is necessary to simulate it or to perform a quantitative and blind evaluation of the fused 
images. 
For assessing quality of an image after fusion, some aspects must be defined. These include, 
for instance, spatial and spectral resolution, quantity of information, visibility, contrast, or 
details of features of interest (Shi et al., 2005). Quality assessment is application dependant 
so that different applications may require different aspects of image quality. 
Generally, image assessment methods can be divided into two classes: qualitative (or 
subjective) and quantitative (or objective) methods. Qualitative methods involve visual 
comparison between a reference image and the fused image whereas quantitative analysis 
involves quality indicators that measures spectral and spatial similarity between 
multispectral and fused images. Some of them will be briefly described below.  

3.1 Qualitative analysis 

This section is based on Shi et al. (2005). According to prior assessment criteria or individual 
experiences, personal judgment or even grades can be given to the quality of an image. The 
interpreter analyzes the tone, contrast, saturation, sharpness, and texture of the fused 
images. A final overall quality judgment can be obtained by, for example, a weighted mean 
based on the individual grades. This is the so called the mean opinion score (MOS) method 
(Wei et al., 1999). The qualitative method mainly includes absolute and the relative 
measures (Table 1). This method depends on the specialist’s experiences or bias and some 
uncertainty is involved. Qualitative measures cannot be represented by rigorous 
mathematical models, and their technique is mainly visual (Shi at al., 2005). 
 

Grade 
Absolute 

measure 
Relative measure 

1 Excellent The best in group 

2 Good Better than the average level in group 

3 Fair Average level in group 

4 Poor Lower than the average level 

5 Very poor The lowest in the group 

Table 1. Objective method for image quality assessment (Shi et al., 2005) 
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3.2 Quantitative analysis 
Some quality indicators include (a) average grey value, for representing intensity of an 
image, (b) standard deviation, information entropy, profile intensity curve for assessing 
details of fused images, and (c) bias and correlation coefficient for measuring distortion 
between the original image and fused image in terms of spectral information.  

Let iF  and ( 1, , )iR i N   	be the N bands of the fused and reference images, respectively. 

The following indicators are used to determine the difference in spectral information 

between each band of the merged and reference images (González-Audicana, 2004, Guo et 

al., 2010): 
1. Correlation Coefficient (CC) between the reference and the merged image that should 

be close to 1 as possible; 
2. Difference between the means of the reference and the merged images (DM), in 

radiance as well as its value relative to the mean of the original. The smaller these 
difference are, the better the spectral quality of the merged image. Thus, the difference 
value should be as close to 0 as possible; 

3. Standard deviation of the difference image (SSD), relative to the mean of the reference 
image expressed in percentage. The lower its value, the better the spectral quality of the 
merged image. 

4. Universal Image Quality Indicator  - UIQI (Wang & Bovik, 2002): 

ܫܳܫܷ  = ସఙಷ೔ೃ೔ ∙ఓಷ೔∙ఓೃ೔ቀఙಷ೔మ ାఙೃ೔మ ቁ൤ቀఓಷ೔ቁమାቀఓೃ೔ቁమ൨			 (6) 

where ߪி೔ோ೔ 	is the covariance between the band of reference image and the band of 

fused image, ߤ and ߪ are the mean and standard deviation of the images. The higher 
UIQI index, the better spectral quality of the merged image. Wang & Bovik (2002) 
suggest the use of moving windows of different sizes to avoid errors due to index 
spatial dependence. 

To estimate the global spectral quality of the merged image, one can use the following 
parameters: 
1. The relative average spectral error index (RASE) characterizes the average performance 

of the method for all bands: 

ܧܵܣܴ  = ଵஜ ටଵே ∑ ൫ܯܦଶሺܴ௜) + ଶሺܴ௜)൯ே௜ୀଵܦܵܵ 												 (7) 

where µ is the mean radiance of the N spectral bands (ܴ௜) of the reference  image. DM 
and SSD are defined above in the text. 

2. Relative global dimensional synthesis error (ERGAS) (Wald, 2000): 

ܵܣܩܴܧ  = ͳͲͲ ௛௟ ටଵே ∑ ቀ஽ெమሺோ೔)ାௌௌ஽మሺோ೔)ஜ೔మ ቁே௜ୀଵ 				 (8) 

where h and l are the resolution of the high and low spatial resolution images, 

respectively, and i  is the mean radiance of each spectral band involved in the fusion 

process. DM and SSD are defined above in the text. The lower the values of RASE and 

ERGAS indexes, the higher the spectral quality of the merged images. 
A good fusion method must allow the addition of a high degree of the spatial detail of the 
PAN image into the MS image. Visually the details information can be observed. However, 
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the spatial quality of the merged images can be measured using the procedure proposed by 
Zhou et al. (1998): 

 The PAN and merged images are filtered using the Laplacian Filter 

อ−ͳ −ͳ −ͳ−ͳ 8 −ͳ−ͳ −ͳ −ͳอ 
 Calculate the correlation between the filtered merged image and the filtered PAN 

image. The high correlation value indicates that the spatial information of the PAN 
image has been injected into the MS image in the fusion process. 

Guo et al. (2010) use the average gradient index (AG) for spatial quality evaluation. AG 
describes the changing feature of image texture and the detailed information. Larger values 
of the AG index correspond to higher spatial resolution. The AG  index of the fused images 
at each band can be computed by 

ܩܣ  = ଵ௄௅ ∑ ∑ ඨቂങಷሺ೘,೙)ഃ೘ ቃమାቂങಷሺ೘,೙)ഃ೙ ቃమ					ଶ௅௡ୀଵ௄௠ୀଵ 	 (9) 

where K and L  are the number of lines and columns of the fused image F. 
Other methods for assessing fusion quality have been proposed (Liu et al., 2008; Chen and 
Varshney, 2007; Zheng & Chin; 2009; Zheng et al., 2008; Chen & Blum, 2009; Wang et al., 
2008). Liu et al. (2008) proposed two metrics based on a modified structural similarity 
measure (FSSIM) scheme and the local cross-correlation between the feature maps of the 
fused and input images. A similarity map with the fused image is generated for each input 
image. Then, the larger value at each location is retained for overall assessment. The second 
metric is implemented by computing the local cross-correlation between the phase 
congruency maps of the fused and input images. The index value is obtained by averaging 
the similarity or cross-correlation value in each predefined region. These metrics provide an 
objective quality measure in the absence of a reference image.  
Chen & Varshney (2007) proposed a new quality metric for image fusion that does not 
require a reference image. It is based on local information given by a set of localized 
windows and by the difference in the frequency domain filtered by a contrast sensitivity 
function. The calculation is very simple and it is also applicable to different input 
modalities. The proposed metric is used to evaluate different fusion algorithms based on 
wavelet, averaging and Laplacian pyramid. The fusion performance is tested against several 
circumstances including: absence of noise, different window sizes, presence of additive 
Gaussian noise and for six sets of test images. In all tests, the fusion method based on 
wavelet transform outperformed the others. 
Zheng & Chin (2009) have developed a structural similarity quality metric for image fusion 
which treats complementary and redundant regions in the original images. This objective 
quality evaluation also takes into account the amount of important information in the source 
images that can be transferred into the fused image. Comparisons with other standard 
objective quality metrics show that the proposed metric correlates well with subjective 
quality evaluation of the fused images, especially for input images where the 
complementary information and the redundant information can be well distinguished. They 
evaluate four image fusion methods based on arithmetic, PCA, and multi-resolution (MR) 
techniques using standard objective metrics. The results show that the current structural 
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similarity quality metric agrees with the subjective evaluation and three of the other 
standard structural metrics. 
Chen & Blum (2009) propose a new perceptual image fusion quality assessment method 

motivated by human vision modeling. Generally, it is not possible to obtain an ideal image 

to be taken as a reference for fusion evaluation. Therefore, they measure the information 

present in the input images, which is transferred to the fused image to improve the fused 

image quality. For this, they filter the input images using a specified contrast sensitivity 

function; compute the local contrast; calculate the contrast preservation; generate a saliency 

map; and calculate the global quality measure.  

Zhang (2008) has evaluated seven fusion quality metrics and the results showed that there 

was inconsistency between visual and quantitative image fusion quality analysis. Alparone 

et al. (2004) have got similar results. This inconsistency has proven that not all metrics 

produce reliable measurements for image fusion evaluation. 

4. Applications for remote sensing imagery fusion  

The availability of high spectral and spatial resolution images is desirable when undertaking 

identification studies in areas with complex morphological structure such as urban areas, 

heterogeneous forested areas or agricultural areas with a high degree of plot subsivision 

(González-Audicana et al., 2004). When this kind of images is not available one can produce 

images with higher spatial resolution using image fusion techniques. 

Therefore, in this section we present three case studies in remote sensing applications to 

illustrate the use of fusion techniques for monitoring remaining forest, identifying 

landslide scars, and classifying intra-urban land cover. The first two applications use 

images acquired from CBERS-2B (CBERS, 2011) that are freely distributed on internet 

(INPE, 2011). 

4.1 Monitoring of remaining forest using CBERS-2B images 
An application that is still underused by the remote sensing community is the monitoring of 

remaining forest, which has an important role in ecological balance. However, traditional 

images of low and medium spatial resolution are not adequate for mapping forest fragments 

which occur along drainage channels and their boundaries. 

Within this context, this study aims to evaluate a hybrid CBERS-2B  image to map the 
remaining forest vegetation at Ibitinga, Brazil. This scene presents phytoplankton blooms on 
water areas and land use changes due to sugar cane plantation. CBERS-2B, launched in 
September 2007, has a high resolution panchromatic camera (HRC - High Resolution 
Camera), with spatial resolution of 2.7 m, a multispectral camera (CCD) with 20 meter 
spatial resolution, and a Wide Field Imager (WFI), with 260 m spatial resolution  (CBERS, 
2011).  
To identify forest fragments we generate a hybrid product of 2.5 m spatial resolution from 

CCD and HRC images, acquired on 08/22/2008. The input images are shown in Figure 4. To 

evaluate the results from fused CBERS-2B images we used the Quickbird (QB) image of 

09/01/2008, resampled to 2.5 m of spatial resolution. Table 2 presents the characteristics of 

HRC, CCD and QB sensors.  

The CBERS-2B images are pre-processed using restoration (Fonseca et al., 1993), noise 

filtering and orthorectification procedures. Afterwards, the images are fused and classified 
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for mapping the remaining forest in the Ibitinga Resevoir.  Figure 5 illustrates the hybrid 

CBERS-2B and QB images for purpose of comparison.  

 

Characteristics HRC-CBERS 2B CCD – CBERS 2B Quickbird 

Multispectral bands 

(µm) 
0.50 - 0,80 (Pan) 

0.51 - 0.73 (Pan) 

0.45 - 0.52 (Blue) 

0.52 - 0.59 (Green) 

0.63 - 0.69 (Red) 

0.77 - 0.89 (IR) 

0.45 – 0.90 (Pan) 

0.45 – 0.52 (Blue) 

0.52 – 0.60  (Green) 

0.63 – 0.69(Red) 

0.76 – 0.90 (IR) 

Spatial Resolution 2.7 x 2.7 m 20 x 20 m 
0.61 m (nadir) 

2.44 m (nadir) 

Swath width 27 km (nadir) 113 km (nadir) 
16.5 km (nadir) 

20.8 km (off- nadir) 

Quantization 8 bits 8 bits 11 bits 

Table 2. Data characteristics. 

 

 

Fig. 4. CBERS-2B images:  (a) filtered CCD image to reduce striping effects; (b) high 

resolution HRC image. 

The hybrid product CBERS-2B and QB image are classified using maximum-likelihood 
method (SPRING, 2011).  A total of 67 samples were selected: 33 for "Forest ", 12  for "bare 

a b 
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soil" , 11 for "vegetation 1" and 11 samples for "vegetation 2". Theses classes  were grouped 
to produce only two classes of interest ("forest" and "non-forest"), and the water body area 
was excluded in the thematic maps. In the thematic maps (Figure 6), green and beige colors 
represent forest and non-forest areas, respectively. 
 

 

Fig. 5. Image Quickbird (a) and hybrid image produced by merging CBERS-2B CCD and 
HRC  images (b), with 2.5 m spatial resolution.  

Table 3 shows the overall accuracy and Kappa values for both classifications. The visual and 
quantitative analysis show that the results are quite similar. However, we observed that in 
some regions, the forest area was underestimated in the map produced by CBERS-2B product. 
The classification results differ mainly in the linear features and in the targets contours. 
Besides, the map obtained from the QB image shows isolated spots, particularly in areas of 
“high vegetation” (Figure 6a), not present in the map produced by CBERS-2B (Figure 6b). 
 

Thematic maps Overall accuracy 
Kappa 

value 

Hybrid CBERS-2B 0.93 0.83 

QB 0.93 0.84 

Table 3. Thematic map assessement. 

Finally, the evaluation of hybrid products CBERS-2B for mapping of fragments of tree 

patches indicated that CBERS-2B images, after pre-processing and fusion processes, have 

potential for those applications in which QB images have been used. 

a b 
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Fig. 6. Thematic maps produced for (a) QB image, and (b) CBERS-2B hybrid image. Forest 
and non-forest are represented by green and beige colours, respectively. 

4.2 Image fusion techniques to identify landslide scars  
Landslide is a fast mass movement responsible for the shape of montainous landscapes. 
These mass movements include a wide range of ground movement, such as rock falls, deep 
slopes and shallow debris flows. Although the action of gravity is the primary reason for the 
occurrence of this fenomenon, there are other contributing factors to start landslides such as 
lithology and structure, slope gradient and slope morphology, slope aspect, land-use type, 
etc (Dai & Lee, 2002).  
The landslide mapping consists on the identification of erosion scars (loss of vegetation 
cover and soil horizons) on hillslope, using aerial photographies and and satellite images 
(Temesgen et al., 2001; Marcelino et al., 2003). Remote Sensing is a fundamental tool to 
detect, classify and monitor landslides because it allows one to obtain historical data series 
at a relatively low cost. Besides, various image processing techniques can be used to 
enhance the features and, thus, their identification is facilitated.  
Considering this fact, we analyze two fusion methods for improving the interpretability of the 
CBERS-2B images to identify the scars of a landslide occurred in January, 2010, after heavy 
rains, which killed more than 20 people (BBC, 2010).  The region covers an area of the Ilha 
Grande Island, Brazil (Figure 7).  Hybrid images produced by image fusion techniques can be 
used to measure the extent of the landslide scar automatically or by a human interpreter. 
The CCD and HRC images used in the methodology were acquired on February 21, 2010. 
The original CCD (RGB color composition: band 3 in red, band 4 in green and band 2 in 
blue) and HRC images are presented in Figure 8. We can observe the island Ilha Grande in 
the center of the image marked with a rectangle.The CCD images cover an area between 
longitude 44° 38´ west and longitude 43° 47´ west, and latitude 22° 42´ south and latitude 
23° 50´ south; HRC image covers an area between longitude 44° 15´ west and longitude 44° 
2´ west, and latitude 22° 57´ south and latitude 23° 14´ south. 

a b 
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Fig. 7. Landslide in Ilha Grande Brazil (BBC, 2010). 

As the spatial resolution difference between CCD and HRC is large, firstly, we resample the 
CCD images to 10 meter spatial resolution by applying the restoration procedure (Fonseca  
et al., 1993). The restoration filter takes into account the spatial response of each sensor to 
resample and restore the image in a single processing step. Afterwards, the restored image 
(10 meter resolution) was resampled to 2.5 meters by a bilinear interpolation in order to 
match the pixel size of the HRC image. 
 

   

Fig. 8. CBERS-2B images acquired on February 21, 2010: (a) Color composition of CBERS-2B 
CCD images  (b) HRC image. 

a b 
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The resampled CCD images and the HRC images were registered using control points and 
affine geometric transformation. Figure 9 presents a portion of the registered images, with 
the HRC image in gray levels and a strip of the corresponding region on the resampled CCD 
image, in order to demonstrate the quality of the registration procedure. 
 

 

Fig. 9. CBERS-2B image registration: strip of CCD color image (R4G3B2) superimposed on 
HRC image.  

Next, the registered CBERS-2B images were merged using IHS and PCA methods. A small 
portion around the landslide area of each original image and fused image was used in the 
fusion evaluation procedure. The original and fused images are displayed in Figure 10, with 
the landslide area shown on the right side images.  
To evaluate the detail information injected into the hybrid image, we calculated the 
correlation between the original PAN image and the luminance component of the fused 
images. The fused images were converted from RGB to YIQ color space, where the Y 
luminance is calculated by the linear combination of the red, green, and blue components 
(Foley et al., 1993). Figure 11 shows the HRC and luminance images of the fused images. 
The correlation values obtained for IHS and PCA fusion methods were 0.9982 and 0.9167, 
respectively. This indicates that fused image produced by IHS method is more similar to the 
PAN image in respect to the detail information. By visual analysis (Figure 11), we observe 
that the appearance of the luminance IHS image is quite similar to the PAN image. 
To quantitatively evaluate the fusion results the UIQI metric (Wang & Bovik, 2002) was 
calculated for each band and their values are presented in Table 4. The values indicate that 
mean UIQI is almost the same for both methods PCA and IHS. Band 2 showed better result 
for PCA while UIQI values for Band 3 and Band 4 were higher for IHS than for PCA. 
Despite of these results, visually we observed significant color distortion in the landslide 
scar area in the IHS hybrid image. This indicates that PCA hybrid image is more adequate 
for analyzing the landslide in this case. 
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Fig. 10. Fused images: (a) original CCD image after restoration and resampling to 2.5 meter 

pixel size; (b) IHS fusion, and (c) PCA fusion. 

a

b

c

www.intechopen.com



 
 Image Fusion and Its Applications 170 

 UIQI Mean UIQI 

Fusion Band 2 Band 3 Band 4  

HSL 0.59 0.89 0.85 0.77 

PCA 0.77 0.84 0.80 0.78 

Table 4. UIQI index obtained for the fused images. 

 

   

Fig. 11. HRC (a) and luminance images obtained from IHS (b) and PCA (c) fused images. 

4.3 Intra-urban land cover classification from high-resolution images 
Intra-urban land cover classification of high spatial resolution images provides a useful set 
of information for urban management and planning (Meinel et al., 2001). With this type of 
data, it is possible to generate information for many applications, such as analysis of urban 
micro-climate and urban greening maps amongst others. The usage of automatic methods to 
classify high spatial resolution images faces the challenge of processing images with wide 
intra- and inter-classes spectral variability.  
This section presents a case study for intra-urban land cover classification of Quickbird 
imagery for the city of São José dos Campos – SP, southeast of Brazil, which is based on 
researches of Almeida et al. (2007) and Pinho et al. (2008). The total and urban areas of the 
São José dos Campos municipality cover about 1,099.60 and 298.99 square kilometers, 
respectively. The selected region is in the southern part of the urban area and contains a 
great variety of intra-urban land cover classes.  
The QB images (Ortho-ready Standard 2A) used in this experiment consist of: a 
panchromatic image (0.6 m) and a multispectral image (2.4 m) with 4 bands (blue, green, 
red, and infrared) (Table 2). The images acquired on May 17, 2004 have an off-nadir 
incidence angle of 7.0o and a radiometric resolution of 11 bits. Figure 12 shows the 
panchromatic and multispectral images.   
The hybrid images are segmented before the classification process. The segmentation 
approach selected is based on region growing and a multi-resolution procedure, in which 
the similarity measure depends on scale since segmentation parameters are weighted by 
the objects size (Baatz, 2000). The user defined four segmentation parameters: scale, 
weight for each spectral band, weight for color and shape, and weight for smoothness and 
compactness. Figure 13 shows segmentation results for three different scales of 
processing. 
The fusion method used here is based on PCA since it has shown good results in urban 
analysis with high resolution images (Novack et al., 2008). The processing resulted in four 

c ba
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images with spectral information similar to those of the original bands (blue, green, red and 
infrared) and spatial resolution equal to that of the panchromatic image (0.6 m). Figure 14 
shows a small region of the panchromatic, multispectral, and fused images. 
The classification phase was carried out using the decision tree method. The following 
attributes were selected in the training phase: brightness, hue channel mean, means of 
bands, belonging to super-object Block, maximum value in band 1, NDVI (Vegetation 
Index), ratio between bands 3 and 1, ratio between band 2 and the mean of all others, and 
difference mean for band 1. Figure 15 shows the original multispectral image and the 
resultant classification. 
 

    

Fig. 12. Quickbird satellite scene acquired on 05/17/2004: (a) panchromatic image (0.6 m), 
and (b) multispectral image (2.4 m), (band 3 in red, band 2 in green and band 1 in blue). 

 

   

Fig. 13. Segmentation results for three different scales of processing. 

a b 
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Fig. 14. A small region of the (a) panchromatic image (0.6 m), (b) multispectral image (2.4 
m), and (c) fused image (0.6 m). 

 

 

Fig. 15. Intra-urban classification: (a) original color image, and (b) thematic map. 

The visual analysis of the classification indicates confusion between Ceramic Roof and Bare 
Soil classes while other classes are fairly well separated. Figure 16 illustrates the confusion 
between these classes in a small region. Quantitative classification accuracy assessment 
using error matrix indicates a good classification with Kappa value of 0.57. A conditional 
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producer Kappa indicates lower values for Ceramic Roof and Bare Soil classes as expected 
from the visual analysis. 
 

     

Fig. 16. Portion of the  (a) true color image, and (b) thematic map showing the confusion 
between Ceramic Roof and Bare Soil classes. 

5. Conclusion  

Due to the advances in satellite technology, a great amount of image data has been available 
and has been widely used in different remote sensing applications. Thus, image data fusion 
has become a valuable tool in remote sensing to integrate the best characteristics of each 
sensor data involved in the processing.    
To provide guidelines about the use of fusion techniques, we presented a brief review about 
fusion image techniques and fusion assessment methods that is illustrated with three case 
studies in remote sensing applications. Since there are a lot of fusion methods proposed in 
the literature only a few examples, mainly those applied for merging satellites images, were 
discussed in this work.  
Indeed, there is not a unique method that is adequate for every data and application. The 
fusion quality often depends upon the user’s experience, the fusion method, and upon the 
data set being fused. The objective of a fusion process is to generate a hybrid image with the 
highest possible spatial information content while still preserving good spectral information 
quality. Unfortunately, this task is not easy. One solution proposed in the literature is to 
combine different fusion methods in a single framework.  
Despite the great number of fusion possibilities the most traditional methods such as PCA 
and IHS are still very used in remote sensing applications. This can be explained by the fact 
that most image processing systems have them implemented, and in many applications they 
have provided good results. Therefore, even if you have many fusion options it may be 
worth to test and evaluate some of them for the application of interest. Besides, the 
assistance of an interpreter in the fusion process is fundamental to guarantee the good 
quality of the final product  
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