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1. Introduction 

The identification and classification of seismic signals is one of primary work that a volcano 
observatory must do, and this work should be done in a period of time as close as possible 
to the real time”. Each seismic event is related to a different source process, and its time and 
spatial distribution could be used as elements of an early warning system of volcanic 
eruption (see for example Chouet el el 1996 [1, 2], or Chouet 2003 [3]).  
Moreover, the recognition system is based on the HMM theory, published in the late 60s by 
Baum et al. (1966) [4] and Baum et al. (1970) [5]. Nowadays, the Hidden Markov Models 
technique is the more effective one to implement voice recognition systems. Over the past 
years, Hidden Markov Models have been widely applied in several models like pattern [6, 
7], pathologies [8] or speech recognition [9, 10], and DNA sequence analysis [11, 12].  On the 
other hand, previous works [13, 14, 15, 16, 16a, 16b] have probed the parallelism among 
speech and volcano-seismic events in terms of signal complexity and real time requirements.  
At the present many observatories perform this work observing on the screen or in paper 
the seismograms, and a technician decides the type of event under their appearance in the 
time domain and their experience. This work is in many cases difficulty if the rate of 
occurrence of seismic events per hour is high, or if weather or local conditions increase the 
level of seismic noise. A more detailed analysis, including for example spectral 
characteristics, would be too time-consuming to be carried out in real time. Furthermore, in 
a crisis situation, there is a need to make fast decisions that can affect the public safety. This 
is the reason because many researchers are focussing their efforts in the development of a 
robust automatic discrimination algorithm of seismic events, enabling technicians to focus 
their efforts in the interpretation of the situation or to analyze only a reduced number of 
signals. Recently Del Pezzo et al.[17] and Scarpeta et al.[18]  have presented the application 
of neuronal networks for discrimination and classification of volcanic and artificial signals at 
Vesuvius Volcano and Phlegraean Fields (Italy). These methods have been successfully 
applied to discriminate signals for local and volcanic seismicity. However, a limitation of 
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these systems is that they require a manual pre-processing of the data to select a subset of 
recordings, each one containing just one seismic event to be classified. On the other hand, 
Ornhberger [19] has studied discrete hidden Markov modelling (HMM) tools for continuous 
seismic event classification. Just as neural networks, these methods have been successfully 
applied to discriminate signals for local and volcanic seismicity without the limitations of 
the first. Gutiérrez et al. [16], Ibañez et al [16a], Cortes et al.[16b] and Benítez et al. [13] 
improved the continuous HMMbased seismic event classification and monitoring system 
and applied the algorithm to the detection and classification of four kind of volcanic events 
recorded at Etna, Stromboli (Italy), Popocatepetl, Colima (México) and Deception Island 
(Antarctica). This system is based on the state of the art of HMM-based pattern recognition 
techniques, successfully applied to other disciplines such as robust automatic speech 
recognition (ASR) systems.  
In this sense, we recordings of different seismic event types are studied at two active 
volcanoes; San Cristóbal and Telica in Nicaragua. The objective of the present work is to 
observe the validity of the method using data from active volcanoes, and to check if it is 
possible to exchange different databases to recognize signals belonging to different 
volcanoes. We use data from one single field survey carried out in February to March 2006.   
In this work we initially proceeded to identify the signals and to segment them to obtain a 
model for each class of events. Then we applied separately the model for each volcano data 
set and finally we mixed both data set to have a joint test of capability and accuracy of the 
system. 

2. Regional setting 

2.1 Nicaragua volcanic chain 
In Nicaragua exists more than 200 volcanic structures. Some experts refer at more than 600. 
Counting their multiple small crater lakes (gaps) of volcanic origin, domes, maar, etc. The 
Nicaragua volcanic chain has produced all the mechanisms and volcanic products known in 
the world. The volcanic activity combined with tectonic processes taking place above the 
subduction zone along the Pacific Coast of Central America, formed the Volcanic Chain of 
Nicaragua. This chain is a part of the Central American Volcanic Front, which includes 18 
volcanic centres in Nicaragua, of which eight are active. The chain is underlain by Middle 
Miocene – Late Pliocene volcanics and volcanogenic sediments (the widest spread Coyol 
and/ or Tamarindo Formations). 
Young volcanoes are clustered in several morphologically well defined complexes, in some 
cases, separated one from another by NE trending, siniestral strike-slip faults (van Wyk de 
Vries, 1993 [20]), Carr and Stoiber, 1977 [21]). In Nicaragua exist ten main individual 
volcanic complexes, as listed below 
a. Cosigüina shield volcano 
b. San Cristóbal - Casita complex  
c. Telica complex 
d. El Hoyo - Cerro Negro complex  
e. Momotombo - Malpaisillo - La Paz Centro complex  
f. Apoyeque silicic shield volcano 
g. Miraflores - Nejapa volcano - tectonic zone 
h. Masaya volcanic complex 
i. Apoyo /  Mombacho /  Zapatera volcanic complex 
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j. Nandaime - Granada volcano - tectonic Aligneament 
k. Ometepe island volcanoes 
The respective volcanic complexes are situated in the Nicaraguan Depression, which is 
interpreted as an asymmetric graben. The two volcanoes of this work, San Cristóbal and 
Telica are the major active volcanoes in the complexes of the same name (Fig 2.1). 
 

 
Fig. 2.1 San Cristóbal and Telica volcano complex in Nicaragua volcanic chain 

The San Cristóbal volcanic complex, 100 kilometers northwest of Managua, consists of five 
principal volcanic edifices. The symmetrical youngest cone, San Cristóbal (also known as El 
Viejo) is the highest peak of the Maribios Range, and is capped by a 500 x 600 meter wide 
crater. The San Cristóbal is a Quaternary stratovolcano. Historical eruptions from San 
Cristóbal, consisting of small-to-moderate explosive activity, have been reported since the 
16th century.  
Telica is a Quaternary stratovolcano located in the western part of Nicaragua. It has six 
cones, the tallest of which is 1061 meters high. The Telica volcano, (1,061 meters) one of 
Nicaragua's most active volcanoes. Telica has erupted frequently since the Spanish Era. The 
Telica volcano group consists of several interlocking cones and vents with a general 
northwest alignment. Sixteenth-century eruptions have been reported at symmetrical Santa 
Clara volcano, at the southwest end of the Telica group. 

3. Data instruments and sities 

More than 600 hours of data in each volcano were analyzed and 431 seismic events in San 
Cristóbal and 1224 in Telica were registered at short period stations. The first step in the 
data analysis, after the revision of the files, is the visual inspection and segmentation of the 
signals. Each file is 300-s-long and could have different types of volcanic signals. Fig 3.1 and 
3.2 shows the Histogram of the duration (in seconds) for each one of the seismic events. The 
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Fig. 3.1 Histogram of the duration (in seconds) for each one of the seismic events in San 
Cristóbal volcano. 

durations of the event range between 10 and 40 seconds and tremor background noise 20-
120 seconds.  
For our study we proceeded to distinguish three types of signals events in the San Cristóbal 
volcano; San Cristóbal Long Period signal, Strombolian and San Cristóbal explosions, 
volcanic tremor and background seismic noise. We have defined these types as S1, S2 and 
S3. Additionally, we have defined the tremor background seismic noise as NS. Fig 3.3 shows 
and example of San Cristóbal explosion signal (S2) and Fig 3.4 shows and example of 
background seismic noise (NS) in which is presented a harmonic tremor. 
For Telica volcano we define four types of seismic signals; Strombolian explosions, Telica 
explosions, Telica Long Period signal, volcanic tremor and background seismic noise. We 
have defined these types as T1, T2, T3 and T4.  Additionally, we have defined the tremor 
background seismic noise as NT. Fig 3.5 shows and example of Telica signal (T1) and Fig 3.6 
shows and example of Telica signal (T4). 
The characteristics of the San Cristóbal explosion quakes have peaks from 3 to 8 Hz in the S1 
event, 5 Hz in the S2 event to 6 Hz in the S3 event. The first 3 seconds of the signal are 
dominated by frequencies between 0.5 and 2 Hz, while the successive phases show a 
broader frequency content (see “zoom frequency spectrogram (d)”  in fig. 3.3).  Fig 3.4 shows 
and example of harmonic tremor in San Cristóbal, the signal are dominated by frequencies 
between 2.5 and 3.5 Hz.  In the figure three bands of energy can be observed, the highest 
peak is about 2.8 Hz. For Telica volcano the durations of the event range between 10 and 60 
seconds, and for the background noise between 20 and 140 s.  The rest of the volcanic signals 
were not considered. In fact, In order to have an adequate model of every class of volcanic 
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Fig. 3.2 Histogram of the duration (in seconds) for each one of the seismic events in Telica 
volcano 

signals we need a number of events as large as possible, and only the above cited three 
classes in San Cristóbal and four classes in Telica could provide a number of events large 
enough to build a well-defined model. 
The segmentation process consists in setting marks on the seismograms to define the data 
segments that contain a particular seismic event. Then, a label is added to declare the type of 
event that occurred at each segment. This procedure was done manually by a single expert, 
who set the beginnings and endings of the seismic events by waveform inspection and 
decided which class they belong to. In this way we ensure the use of the same criteria in the 
selection process.   
For San Cristóbal volcano we segmented 224 samples of S1, 330 samples of S2, 544 samples 
of S3 and 1,746 samples of background noise (NS) events. For Telica volcano we segmented 
360 samples of T1, 502 samples of T2, 429 samples of T3, 298 samples of T4 and 2,855 
samples of background noise (NT) events. 

4. Method 

4.1 Introduction 
We initially proceeded to identify the signals visually, and to segment the data to obtain a 
model for each event class. Once the recordings were manually segmented and labelled, the 
recognition system was carefully trained using the available Baum-Welch reestimation 
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Fig. 3.3 S2 seismic signal analysis at San Cristóbal volcano. 

algorithms [22] using the Hidden Markov Model Toolkit (HTK) software [23].  Fig 4.1 shows 
a four-state left-to-right HMM non-emitting entry and exit states. The models were defined 
as left-to-right HMMs where only transitions from state i to state i+1 are allowed. The 
optimal length of the HMMs is mainly determined by the mean duration of the explosions 
and tremor events being modelled. Several experiments were carried out in order to 
determine the best choice.  On the other, the HMM emission probabilities at each state were 
previously defined as Gaussian mixture densities and, during the training process, HMM 
models with increasing number of Gaussians were built in order to determine the best 
trade-off between recognition accuracy and performance. For our work we defined the 
models with 13-state HMMs with 16 Gaussians. Fig 4.2 shows the architecture of a general 
purpose HMM-based pattern recognition system. The training database and transcriptions 
are used to build the models. We applied these models separately for the volcano data set 
and finally mixed both data sets as a test of the portability of the system. The method 
analyzes the seismograms comparing the characteristics of the data to a number of event 
classes defined beforehand. If a signal is present, the method detects its occurrence and 
produces a classification.  The recognition and classification system based on HMM is a 
powerful, effective, and successful tool [24]. From the application performed over our data 
set, we have demonstrated that in order to have a reliable result, a careful and adequate 
segmentation process is crucial. Also, each type of signals requires its own characterization. 
That is, each signal type must be represented by its own specific model, which would 
include the effects of source, path and sites. 
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Fig. 3.4 Harmonic tremor  in a NS background seismic noise  in San Cristóbal volcano. 

4.2 Description of the recognition system 
An HMM-based seismic event recognition system [13,16,16a,16b]  assumes that the signal is 
a realization of a sequence of one or more symbols. In order to perform the recognition 
process the recognizer decomposes the incoming signal as a sequence of feature vectors. 
This sequence is assumed to be a precise representation of the seismic signal while the 
length of the analysis window is such that the seismic waveform can be considered as 
stationary. The goal of a seismic event recognition system is to perform a mapping between 
a sequence of feature vectors and the corresponding sequence of seismic events.  

4.3 Seismic event recognition 
Let a sequence of seismic events w= {w1, w2, ..., wl} be represented as a sequence of feature 
vectors ot or observations O, defined as 

 1 2, ,..., ,...,t T=O o o o o  (1) 

where ot is the feature vector observed at time t. The solution to the problem of continuous 
event recognition is to select the sequence of events w with the maximum probability 
P(w|O), that is: 

 arg max    ( | )P
w

w O  (2) 
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Fig. 3.5 T1 seismic signal analysis at Telica volcano 

4.4 HMM-based seismic event classification 
HMM-based pattern recognition systems normally assume that the sequence of observed 
feature vectors corresponding to each event is generated by a Markov model. A Markov 
model is essentially a finite state machine with several states. Figure 4.1 shows a four-state 
left-to-right HMM with non-emitting entry and exit states. A change of state takes place 
every time unit and a feature vector ot is generated from a probability density bj(ot) 
determined during the training process. Moreover, transition from state i to state j is 
governed by the transition probabilities aij which are used to model the delay in each of the 
states and the transitions through the entire model. 
Figure 4.2 shows the architecture of a general purpose HMM-based pattern recognition 
system. The training database and transcriptions are used to build the models. Once the 
models are initiated, the recognition system performs feature extraction and decoding based 
on the Viterbi algorithm (Fig. 4.3). The output is the sequence of recognized events, 
confidence measures and global accuracy scores. 

4.5 Signal processing and feature extraction 
The first step of the recognition process is the signal processing feature extraction which 
converts the volcano seismic waveform in a parametric representation, with less redundant 
information, for further analysis and processing. As the short-time spectral envelop 
representation of the signal has been widely used, with good results, in speech recognition 
systems (Rabiner and Juang,1993) [25], a similar representation for our volcano seismic 
recognition system is used in this work. The feature extraction process is described as 
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Fig. 3.6 T4 seismic signal analysis at Telica volcano 

follows. The signal is arranged into 4 seconds overlapping frames with a 0.5 seconds frame 
shit using a Hamming window. A 512-point FFT is used to compute the magnitude 
spectrum which serves as the input of an emulated filter-bank consisting of 16 triangular 
weighting functions uniformly spaced between 0 Hz and 20 Hz. The overlap between 
adjacent filters is 50%. The purpose of the filter bank analyzer is to give a measurement of 
the energy of the signal in a given frequency band. Then, the natural logarithm of the output 
filter-bank energies is calculated resulting a 16-parameter feature vector. Since the log-filter 
bank energies are highly correlated and the recognition system uses continuous observation 
HMMs with diagonal covariance matrices, it is necessary to apply a decorrelation 
transformation. Thus, the Discrete Cosine Transform (DCT) is used to decorrelate the 
features and reduce the number of components of the feature vector from 16 to 13 
coefficients. Finally, the feature vector is augmented with linear regressions of the features 
(derivatives and accelerations) obtaining a total of 39 parameters. 

4.6 Training 
The recognition system [13,16,16a,16b] is based on continuous hidden Markov models 
(CHMM). CHMM are trained for each seismic event to be recognized and a noise model is 
used to represent sequences with no events. Both, training and recognition processes are 
performed using HMM Tool Kit (HTK) software (Young et al., 1997 [26]). In a CHMM the 
emission probabilities for a feature vector ot in state x(t), bx(t)(ot) are given by: 

 
( )

11

( ) ( , , )
S K

x t t ik k k t
ks

b c N μ σ
==

= ∑∏o o  (3) 
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Fig. 4.1 Four state left-right HMM with non-emitting entry and exit states. 

where S is the number of parameters in the feature vector, and K is the number of 
probability density functions (PDFs) considered. 
The training algorithm for the HMM consists on finding the parameters of the model (i.e.: 
the weights for each state of the HMM, cik, and the transition probabilities between states aij 
of the model) from a previously labelled training database. Usually, the maximum 
likelihood criterion is chosen as the estimation function to adjust the model parameters that 
is, the maximization of the P(O|M) over M, where M defines an HMM. However, there is 
no known way to obtain a solution in a closed form. The Baum-Welch algorithm (Bahl et al., 
1983 [27] and Dempster and Rubin, 1977 [28]) is an iterative procedure which provides a 
locally optimum solution to solve this problem (Fig. 4.4). 

4.7 Recognition 
The operation of the recognition system is described in equation 3. Note that P(O|w) is the 
conditional probability of the feature vector sequence O given the sequence of events w 
which can be computed by the HMMs while P(w) is the probability of the sequence of 
events w. As there is no statistical knowledge of possible event sequences, we assume that 
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Fig. 4.2 Architecture of an HMM-based seismic event classification system. 

 

 
 

Fig. 4.3 Viterbi algorithm 
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Fig. 4.4 Baum-Welch algorithm 

after a particular event, any other one or noise could appear with the same probability. The 
recognition system combines the probabilities generated by the models and the probabilities 
obtained by the allowed transition for the seismic events. Equation 3 indicates that it is 
necessary to generate all the sequences of events and to evaluate all of them, thus selecting 
the one with maximum probability. Our recognition system solves this problem by means of 
the Viterbi decoding algorithm (Rabiner et al. 1993 [25], Furui and Soundhi 1992 [29], Young 
et al. 1997 [26]). 

5. Results 

5.1 Preparation of the database 
The first step in the data analysis, after the revision of the files, is the visual inspection and 
segmentation of the signals. As commented before, each file is 300-s-long and could have 
different types of volcanic signals. For our study we proceeded to distinguish four types of 
events for Telica volcano and three types of event for San Cristóbal volcano, according with 
the volcanic activity of each one. For Telica volcano we define four types of seismic signals; 
Strombolian explosions, Telica explosions, Telica Long Period signal, volcanic tremor and 
background seismic noise. We have defined these types as T1, T2, T3 and T4.  Additionally, 
we have defined the tremor background seismic noise as NT. In San Cristóbal volcano we 
identified three types of signals; Strombolian explosions, San Cristóbal explosions, volcanic 
tremor and background seismic noise. We have defined these types as S1, S2 and S3.  
Additionally, we have defined the tremor background seismic noise as NS. The rest of the 
volcanic signals were not considered. In fact, in order to have an adequate model of every 
class of volcanic signals we need as large as possible number of data, and only the above 
cited four class could provided a number of events to built a well defined model. The 
segmentation process consists in to mark over the seismogram the segment that corresponds 
to every class of events.(Fig. 5.1) This procedure was done by eye and by an unique expert 
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who has decided the start and end of every signal. In this way we are confident of the use of 
the same criteria in the selection process. For San Cristóbal volcano we segmented 224 
samples of S1, 330 samples of S2, 544 samples of S3 and 1,746 samples of background noise 
(NS) events. For Telica volcano we segmented 360 samples of T1, 502 samples of T2, 429 
samples of T3, 298 samples of T4 and 2,855 samples of background noise (NT) events. 
 

 
Fig. 5.1 Example of segmentation S2 and S3 signals in San Cristóbal volcano 

5.2 Recognition system setup 
Once the recordings were manually labelled during the data preparation stage, the 
recognition system was carefully trained using the available Baum-Welch reestimation 
algorithms [23] present in the Hidden Markov Model Toolkit (HTK) software [27]. The first 
step in the training process is the feature extraction process on a frame by frame basis as 
described above. The 39 parameter feature vector including static coefficients as well as 
dynamic features is used for training and testing. The training process consists of the 
initialization of an HMM for each of the events based on a training labelled data set. In this 
way, different HMMs were built for each of the events analyzed at the different volcanoes: 
that is, Telica and San Cristóbal event. Moreover, the different background noises observed 
at both volcanoes were also modelled using different HMMs. The models were defined as 
left-to-right HMMs where only transitions from state i to state i+1 are allowed. The optimal 
length of the HMMs is mainly determined by the mean duration of the types of events being 
modelled. Different experiments were carried out in order to determine the best choice. On 
the other, the HMM emission probabilities at each state were previously defined as 
Gaussian mixture densities and, during the training process, HMM models with increasing 
number of Gaussians were built in order to determine the best trade-off between recognition 
accuracy and performance.  
To check the confidence of the method, two types of exercises have been done: closed and 
blind test. Closed test are done when the same data are used for train and test. For blind test 
the volcano database is divides in three subset and, rotary two subset are used to train the 
models and the other one for test; the final result is the average of the three different 
experiments carried out. Closed test could help to obtain an initial configuration of the 
recognition system, an initial valuation of the difficulty of the task and, even an idea of the 
quality of the supervised segmentation of the database. The blind test show objective results 
of the automatic classification system. 
The direct application of the system, specifically trained for the San Cristóbal and Telica 
volcanoes, provided the following results: We obtained an 88.92% and 74.78% of accuracy in 
blind test (see table III and VI). Tables I, II, IV and V shows the confusion matrices for the 
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experiments conducted on the San Cristóbal and Telica volcanoes with 13-state HMMs 
defined with 16 Gaussians.  Tables I and IV shows a set of closed test experiments for the 
different events for San Cristóbal and Telica database and Tables II and V shows a set of 
blind test experiments for the different events for San Cristóbal and Telica database.  
These matrices indicate the different errors that appear in a automatic recognition system; 
substitution errors, insertion errors and deletion errors. A substitution error is when the 
system assign a wrong label to a well know event; a insertion error is when the system 
identify an event inside of a non labelled segment, for example, an explosion in the middle 
of the noise, and a deletion error is when the system ignore a labelled event. In all the cases, 
the confusion matrices are almost diagonal. Reading across the rows of the confusion 
matrix, each column represents the number of times that the event was automatically 
labelled by the system as such event.  For example Table I shows that 102 San Cristóbal 
Long Period signal (S1) events were recognized as S1 event and 6 times was not identified 
by the recognition system (“del”  row); the “ ins”  row indicates the number of time that each 
one of the events was incorrectly detected when just noise is present in the signal. Tables III 
and VI shows the percentage correct (%Corr) and the accuracy (%Acc) in closed and blind 
test. 
 

 NS S1 S2 S3 

NS 617 0 0 13 

S1 0 102 0 0 

S2 0 0 130 0 

S3 0 0 1 193 

Ins 0 1 0 1 

Del 72 6 21 27 

Table I. San Cristóbal training result (closed test) 

 

 NS S1 S2 S3 

NS 422 0 0 0 

S1 1 10 0 2 

S2 2 1 46 3 

S3 2 2 5 157 

Ins 3 0 11 11 

Del 13 3 5 12 

Table II. San Cristóbal test result (blind test) 
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 %Corr %Acc 

Closed 
test 

88.16 87.99 

Blind 
test 

92.57 88.92 

Table III. San Cristóbal % result (closed and blind test) 
 

 NT T1 T2 T3 T4 

NT 2193 21 23 6 5 

T1 1 210 6 3 6 

T2 1 8 360 3 1 

T3 1 2 3 330 3 

T4 1 0 2 0 264 

Ins 65 39 64 32 6 

Del 164 28 59 38 30 

Table IV. Telica training result (closed test) 

 

 NT T1 T2 T3 T4 

NT 145 0 2 0 0 

T1 0 9 2 1 9 

T2 0 0 12 0 0 

T3 0 1 3 13 3 

T4 0 4 3 5 8 

Ins 0 1 5 2 1 

Del 8 3 2 3 4 

Table V. Telica test result (blind test) 

With these preliminary set of experiments we have set up the HMM-based recognition 
system and, in order to validate it, we have carried out experiments with a database 
containing recordings from both San Cristóbal and Telica volcanoes. With these tests we 
want to determine if the seismic signals as well as the background noises observed at San 
Cristóbal and Telica are clearly separable on a mixed data set. Table VII shows the confusion 
matrix for this test with 16-Gaussian HMMs. It is shown that it is almost diagonal and that 
San Cristóbal events, Telica events and the different background noises observed at San 
Cristóbal and Telica are effectively recognized with an accuracy of about 91.41%. In this 
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way, no confusion occurred between the events at San Cristóbal and Telica so that no San 
Cristóbal event was classified as an Telica event and viceversa. 

6. Discussion and conclusions 
In the present work we have developed a volcanic seismic event discrimination system by 
using an automatic classification system based on Hidden Markov Models (HMM). The 
present system uses the statistical information compiled from a training set of data, when 
the event classification was supervised by an expert. From these data sets we have 
established a model of every event type. The present work used data from two active 
 

 %Corr %Acc 

Closed 
test 

89.00 83.54 

Blind 
test 

78.24 74.78 

Table VI. Telica %  result (closed and blind test) 
 

========================= HTK Results Analysis ========================= 
-------------------------------------------------- Overall Results -------------------------------------------------- 

SENT:    %Correct   = 75.66   [H=917, S=295, N=1212] 

WORD:  %Corr       = 93.52, Acc=91.41 [H=4531, D=274, S=40, I=102, N=4845] 

 
SAN CRISTÓBAL TELICA 

 
NS S1 S2 S3 NT T1 T2 T3 T4 

NS 837 2 8 0 7 0 0 1 1 

S1 0 248 1 0 0 0 0 0 0 

S2 0 0 298 0 1 0 0 0 0 

S3 0 0 0 84 0 0 0 0 0 

NT 10 0 0 0 1964 4 3 0 0 

T1 0 0 0 0 0 232 0 1 0 

T2 0 0 0 0 0 0 351 0 0 

T3 0 0 0 0 0 0 0 308 0 

T4 0 0 0 0 0 0 0 0 209 

Ins 19 0 3 0 67 1 6 5 1 

Del 57 11 16 0 118 22 24 13 13 

Table VII. Confusion matrix for mixed San Cristóbal/ Telica recognition experiments. 
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RECORDS 
MODELS 

TELICA 
SAN 

CRISTOBAL 
MIXED RECORDS 

TRAINING 83.29% 87.99% -- 
TEST 74.48% 88.92% -- 

TELICA DB TRAINING SUCCESS NO SUCCESS -- 
SAN CRISTÓBAL DB 

TRAINING 
NO 

SUCCESS 
 

SUCCESS 
-- 

TELICA AND SAN 
CRISTÓBAL MIXED DB 

TRAINING 

 
-- 

 
-- 

SUCCESS TRA 
91.41% 

But only with 
individual training 

Table VIII. Telica and San Cristóbal mixed data bases training.? 
DB = DATA BASE, TRA = TRAINING 

volcanoes of Nicaragua, San Cristóbal and Telica, with different eruptive processes. We use 
data from two field surveys carried out in February to March 2006. At every volcano we 
have identified different types of events, three types and noise for San Cristóbal (S1,S2 and 
S3), and four types for Telica (T1, T2, T3 and T4) and background noise. The direct 
application of the system, specifically trained for every volcano, provided the following 
results: 

6.1 San Cristóbal 
We obtained, see table III, a 88.92% of accuracy in blind test, with a 11.1% of error. In the 
error estimate we include two types of results, the insertion of new events (20% of the 
errors), not labelled previously by the expert, and the deletion of signals. In this situation, 
the insertion of new events in the data base only could be considered as an error if these 
new events are not true events. In our case, more than the 90% of the insertions produced by 
the system correspond to true event that were no previously labelled in the training process. 
In figures 3.3 and 3.4 we show the seismogram, spectrogram and power spectra of samples 
of explosions (S2) and background tremor (NS) for San Cristóbal volcano. It is clear the 
difference between both types of signals. 

6.2 Telica 
Observing table VI, the application of the system for the data set of Telica has an accuracy of 
74.78%, with an error of 25.22%. In this case, the insertions reach up to 69.2% of the total 
errors, and more than 90% of these insertions were a posteriori identified visually as a valid 
event. Thus the real accuracy of the system is higher than 80%. Comparing Figures 3.5 and 
3.6, we find that the spectral and time-domain characteristics of T1 and T4 event are similar. 
In spite of these similarities, the system is able to discriminate between both of them.  
We have to underscore that in the training process we selected those signals with good 
signal to noise ratio. We did not consider signals with low quality or with uncertainties in 
the classification process. However, the system seems to be able to recognize these dubious 
signals. Therefore, the system helps us to correct omissions performed in the initial training 
process of the data base. In this sense, the insertions could be considered as successes rather 
than errors. This ability of the system to detect events that were not previously recognized 
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by the expert is a consequence of the modelling of the temporal evolution of the power 
spectra of the seismic events, while the training process is made exclusively attending to the 
time-domain waveforms. The fact that our overall success rate exceeds 80% reflects the 
robustness and effectiveness of the proposed methodology. 
We wondered if the recognition data base designed using data from a particular volcano 
and eruptive period could be applied to other volcanoes or different eruptive episodes. In 
the present work, we have used separately two data base from San Cristóbal and Telica 
volcanoes. To answer this question, we performed an experiment consisting in the mixing of 
both data bases, and its application to the discrimination of seismic signals from both 
volcanoes. There are nine event types in this new data base: S1, S2, S3 and San Cristóbal 
noise (NS), T1, T2, T3, T4 and Telica Noise (NT). The results are show in Tables VII and VIII. 
From these results, we conclude that: (a) We do not observe confusion or mixing in the 
event classification, that is, no event of San Cristóbal was identified as Telica event and 
viceversa; (b) The events of San Cristóbal was identified separately from the events of Telica; 
(c) We maintained the same high accuracy rate than in the previous experiments. It is 
remarkable that when we have mixed both data base we do not have confusion between all 
the signals. Also we point out that it is not possible to use the data base trained for San 
Cristóbal to recognize events of Telica, and viceversa. Thus each volcano and signal require 
an specific training process. 
Finally, we conclude that the recognition and classification system based on HMM is a 
powerful, effective and successful tool. From the application performed over data belonging 
to two active volcanoes (San Cristóbal and Telica), we have demonstrated that in order to 
have a reliable result, it is necessary a careful and adequate segmentation process. Also, we 
proved that each type of signals requires its own characterization. That is, each signal type 
must be represented by its own specific model, which would include the effects of source, 
path and sites. Once we have built this model, the success level of the system is high. 
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