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Animal Eyes and Video Imagery 

Tomasz P. Jannson and Ranjit Pradhan 
Physical Optics Corporation,   

 USA 

1.Introduction 

1.1 “Natural engineering”, human engineering, and “artificial abstraction” 
Nature created a multitude of forms of animal eyes as a manifestation of “natural 
engineering.” Human engineering (HE) came much later, creating its own forms of artificial 
vision or video imagery, some of them as repetitions of natural engineering (NE) and some of 
them as supposed-to-be NE-repetitions (i.e., possibly wrong guesses); these latter we call 
“artificial abstractions”  (AAs), being an interesting product of human imagination. This paper 
is about relationships among these various forms of engineering in respect to animal eyes. 
Although the earth has existed for several billion years, the vast majority of animal forms 
having eyes similar to those in existence today appeared during the so-called Cambrian 

explosion, about 530 million years ago, probably related to development of a new NE-based 
concept of operation (CONOPS): visually-guided-predation, which, in turn, created new NE-
constructions: larger (macroscopic) animals with hardened tissue.  This hardened tissue was 
necessary to create pigment-based vignetting effect, a precursor of animal vision (Fig. 1). 
Through the movement of such a primitive eye (through all-body movement), various 
photoreceptors would receive different optical signals, thus, creating a kind of spatial vision. 
Further NE developments have bifurcated into two basic directions: apposition eyes (such as 
bug eyes) and imaging eyes, the latter to be found in almost all vertebrates. 
In Section 2, we will discuss one of the first attempts to study the animal eye, Maxwell’s 
“fish-eye,” and aquatic eyes based on Graded-Index (GRIN) optics, including an Artificial 

Abstraction (AA): “fish-eye” catadioptric systems. 
In Section 3 the recently discovered concept of the lobster eye is reviewed in detail, while in 
Section 4 both natural vision and artificial color vision are studied. 
In Section 5, optical imaging resolution/sensitivity, in the context of animal eyes, are 
studied, while in Section 6, animal mirrors, vignetting, anti-reflection (AR) structures, total 
internal reflection, camouflage, and the other natural optical elements are discussed. 
In Section 7, a new concept of spectral imaging as a manifestation of HE-based apposition 
eyes, is introduced. 
In Section 8, the neurophysiology of the retina and visual cortex, in the context of video 
imagery, is analyzed, and, finally, a summary and overall discussion of AA examples, are 
presented in Section 9. 
Abbreviations are reduced to a minimum, although some of them, such as HE, NE, and AA, 
are used throughout the text for the sake of space. Some others, such as TIR, GRIN, 
CONOPS are commonly used in engineering literature. Others, containing a great many 
words, are used only locally for the sake of space. 

www.intechopen.com



 Video Surveillance 

 

412 

 
Fig. 1. Illustration of a lensless vision system based on the vignetting effect, a precursor of 
the animal eye. We see that optical nerves are blocking the view, an unwanted effect to be 
discussed later, in the context of the human eye 

2. Maxwell’s “Fish-eye,” GRIN lenses, and Aquatic eyes 

Starting with apposition eyes (Land & Nilsson, 2002) investigated by Robert Hook in 1665, 
Maxwell’s “fish-eye” in 1854 (Born & Wolf, 1999; Maxwell, 1854), and the Luneburg lens 
(Luneburg, 1964), in the 1950s, animal eye systems, including fish-eyes, bug eyes, lobster eyes, 
and others, have been adopted for artificial vision. In particular, it has been proven that the 
lobster eye can be considered an advanced bug eye in biologic evolution. Attractive military 
and Homeland Security HE applications have been developed, including an IR/visible 
lobster-eye system as a hemispheric awareness sensor (Grubsky et al., 2006), and an X-ray 
lobster eye as the first X-ray lens for improvised explosive device (IED) detection and “see 
through” applications (Gertsenshteyn et al., 2005; Jannson et al., 2006b; Jannson et al., 2007a, 
and Gertsenshteyn at al., 2007). 
The primary concern in mimicking animal eyes, within the scope of geometrical and 
physical optics, has been connected with so-called absolute imaging instruments, which 
provide precise point-to-point imaging (i.e., without aberrations). Unfortunately, such 
systems, including the Maxwell fish-eye and Luneburg lens, require 3D Graded-Index 
distribution, which complicates fabrication. The practical response to these problems has 
been catadioptric systems, which combine the imaging properties of refractive and reflective 
optics (Baker & Nayar, 1999). While these systems do not preserve absolute imaging 
properties, they have an almost hemispheric (or, rather, omni-directional) view, sometimes 
also using the “fish-eye” name. 

2.1 Maxwell’s “Fish-eye” and the Luneburg Lens 
Consider a Graded-Index (GRIN) 3D medium, with spherical symmetry: 

 ( )
( ) o2

1
n r = n

1+ r a
 (1) 
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where, a, and no are constants, as shown in Fig. 2, where: 

 ( )1 22 2 2r x y z= + +    .  (2) 

We discuss the ray equation in spherical-coordinates (r,θ), with a solution for: r = a, and 
θ = α, or θ = π + d. We obtain the one-parameter (α) family of rays, 

 
( ) ( )

2 2 2 2
o o

o o

r a r a

rsin r sinθ α θ α
− −

=
− −

  (3) 

 

 
Fig. 2. Illustration of Eq. (1)  

This family of rays has two fixed points: Po (ro,θo), and P1(r1,θ1), where 

 
2

1 1 o
o

a
r ,

r
θ π θ= = +   (4ab) 

independently on α. Therefore, all the rays pass those two points; thus, the fish-eye is an 
absolute instrument; this is further discussed in Born & Wolf, 1999, and Jagger, 1992. 
The disadvantage of the Maxwell fish-eye is that all media must be GRIN (Graded Index). 
To avoid this disadvantage, Luneburg designed his lens, also with spherical symmetry, in 
the form: 

 ( ) ( ) 22 0 1
1 1

n r r ; r
n r

, for r

⎧ = − ≤ ≤⎪= ⎨
>⎪⎩

  (5) 

The Luneburg lens’s GRIN medium is limited to r≤1. For any collimated beam passing 
through this medium, we obtain the focusing into point Po lying on the medium boundary, 
shown in Fig. 3. We see that the Luneburg lens has a continuum of optical axes passing 
through the center. It is still difficult to realize in optics (except planar optics as in Jannson & 
Sochacki, 1980a), with practical applications in microwave antennas. 
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Fig. 3. Illustration of Luneburg lens 

2.2 Catadioptric systems 
The catadioptric systems are based both on mirrors (catoptric) and lenses (dioptric). They 
were designed to continue the idea of absolute instruments, such as the Maxwell fish-eye, 
yet without introducing a GRIN medium. Although they are not absolute instruments, they 
have an omni-directional view, as shown in Fig. 4, where a parabolic cylindrical mirror is 
shown. The rays at the bottom are directed to a (refractive) projection lens, where they are 
imaged at the CCD array. At Physical Optics Corporation (POC), they are applied for 
periscopic views and video surveillance, where electronic zoom is introduced, in particular, 
and electronic pan, tilt, zoom (PTZ), in general, with a high-resolution cylindrical view, 
without the necessity of mechanical camera motion. 
 

  
(a) (b) 

Fig. 4. Illustration of catadioptric system including: (a) Parabolic cylindrical mirror; 
(b) Omnidirectional cylindrical top view 

Catadioptric systems have panoramic (360°) view; thus, they are similar to Maxwell’s “fish-
eye.” However, they are not GRIN structures. Therefore, calling them “fish-eye” systems (as 
they sometimes are called in video surveillance applications for panoramic dioptric systems) 
is a rather unfortunate example of Artificial Abstraction (AA), as defined in Section 1. 

2.3 Aquatic eyes 

In contrast to terrestrial eyes (such as the human eye), when the 1st interface (cornea) has 
some focusing power due to the difference in refractive indices between air (n1) and a 
medium (n2), the aquatic lenses have zero focusing power for the 1st interface. Therefore, in 
general, lens focusing is a problem in an aquatic (water) medium. To show this, consider the 
lens geometry in Fig. 5. 
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Fig. 5. Lens geometry, illustrating the difference between focusing powers of an aquatic lens 
(1/f′) and a terrestrial lens (1/f) (here the front interface is the back interface and vice versa). 
The broken-line ray illustrates an aquatic lens, while the continuous line ray illustrates a 
terrestrial lens; β = γ 

According to Fig. 5, the focusing power of a plano-convex lens (for illustration), 1/f, is (f is 
focal length), 

 2 2 1

1 1

1 n 1 n - n 1
= - 1 =

f n R n R
⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠
 (6) 

where R is the lens radius of curvature. Using an auxiliary construction from Fig. 5, we 
obtain: fsinα = f′sinβ, for α,β<<1, and from Snell law (γ = β), we obtain sinα/sinβ = n2/n1; 
thus the focusing power of aquatic lens, is (n1<n2), 

 2

1

1 n 1
=

f' n f
⎛ ⎞
⎜ ⎟
⎝ ⎠

  (7) 

i.e., n2/n1 – times smaller, and substituting Eq. (6) into Eq. (7), we obtain 

 2 1

2

1 n - n 1
=

f' n R
⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
  (8) 

Therefore, the axial lens proposition (as in Fig. 5) does not work in an aquatic medium. As a 
result, Natural Engineering (NE) has selected a GRIN lens such as in Fig. 3, with higher 
focusing power. A typical aquatic lens, used by fish as well as cephalopods and marine 
mammals, has f# = 1.25, also known as Matthiessen’s ratio (Land & Nilsson, 2002), in 
memory of Matthiessen’s studies in 1880. In Refs. Jagger, 1992 & Nicol, 1989, a 
comprehensive review of aquatic eyes is provided. 

3. A lobster eye as an advanced bug eye system 

The surprising discovery of the seeing mechanism of a lobster eye in the 1970s (Vogt, 1980), 
“allowed shrimp to see,” based on reflective optics rather than on more standard refractive 
optics. Since X-ray refractive optics has always been extremely difficult to achieve, the 
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lobster eye solution has proven very convenient for (especially) hard X-ray optics. (This 
section is from Jannson, et al., 2007c.) 
Bug-eyes are nonimaging systems with detectors located close to guiding channels. They 
are called apposition eyes, with no transparent (clear) zone allowing for imaging (Fig. 6(a)). In 
contrast, the lobster eye is an imaging system, due to the clear zone between the guiding 
channels and detector surface (Fig. 6(b)). 
The lobster eye has interesting connections with Darwinian evolution. From 1955 to 1975 
“shrimps could not see” (i.e., there was no explanation for their seeing mechanism). In 1975, 
Klaus Vogt, found the solution to this engima (full review in Land & Nilsson, 2002), in the 
form of two complementary focusing effects: (1) central ray one; (2) skew ray one. The first is 
described in Fig. 6(b); the second is based on corner retroreflection, combining two 
reflections of skew rays, that requires quadratic cross-section of the reflection (guiding) 
channels. Some animals have (1) but do not have (2) (a hexagonal cross-section). All 
crustaceans (shrimp, lobster, crayfish) have both. From an evolutionary point of view, it is 
interesting that larval stages of some shrimp, have apposition eyes, as in Fig. 6(a), with 
hexagonal facets that change at metamorphosis into superposition (imaging) eyes, as in 
Fig. 6(b), with square facets. 
 

  
(a) (b) 

Fig. 6. Lobster eye as advanced bug eye system, including: (a) Bug eye nonimaging system: 
so-called apposition eye (no transparent (clear) zone); (b) Lobster eye imaging system: so-
called superposition eye, with clear zone 

The Lobster-eye lens is a transmission lens, based on reflective optics. Typical lenses are based 
on refractive optics and they are transmission versions. The biological lobster-eye lens (LEL) is 
for visible, or near-infrared (NIR) light, and the reflection channels are filled with material, 
based on total internal reflection (TIR) and Bragg diffraction. POC’s LEL, shown in Fig. 7, is for 
X-rays, and the reflection channels are empty, based on total external reflection (TER). 
 

 
Fig. 7. Illustration of lobster eye, developed at Physical Optics Corporation. The biological 
lobster eye also has reflection channels with square-cross-sections 
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The two skew ray reflections from opposite walls of the square-cross-section of a reflection 
channel (as in Fig. 7) can be formally reduced to a single central reflection, as described in 
detail in Jannson & Gertsenshteyn, 2006b & Jannson et al., 2007a. 
 

 
Fig. 8. Lobster-eye lens (LEL) geometry  

Assume a continuum of radially directed infinitesimal mirrors located at the circle of radius, 
R. Then, any parallel (collimated) incident beam will focus at the point (focus), at the sphere 
of radius, R/2. The LEL geometry is shown in Fig. 8 (above). The essential feature is, that, 
because of three identical θ-angles, as in Fig. 8, the triangle AB′O has equal legs (AB′ = B′O); 
thus, 

 
2

' ' R
AB BO

cosθ
= =   (9) 

Since, for θ<<1 (paraxial approximation), we have: 

 2'BO BO R f= ≅ =  (10a) 
thus, 

 'B B→   (10b) 

and, the LEL system is indeed an imaging one. The lens equation has the form 

 
1 1 2 1

2; f R
x y R f
− = − = − =   ,  (11) 

and the effective aperture radius, a, is equal to xθc, for f = ∞ where x, y are distances from an 
object to lens and image to lens, respectively; ƒ is focal length, and θc is TER the critical angle 
(Gertsenshteyn et al., 2005; Jannson et al., 2007a & Gertsenshteyn et al., 2007); thus, it 
depends on image geometry. Eq. (11) is illustrated in Fig. 9. 
From Eq. (11), we obtain the large x-distance of an object, and large y-distance of an image, 
as shown in Fig. 10. We see that lobster-eye spherical symmetry (Fig. 10) provides 
realization of the Luneburg lens, without a GRIN medium. In fact, from Eq. (11), for x = ∞, 
y = f, thus satisfying the Luneburg lens property of the focusing of any collimated beam. 
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Fig. 9. Illustration of the LEL Eq. (11), with source point (D) and its image (B) 

 

 
Fig. 10. Lobster-eye spherical symmetry 

The ultimate goal of the military is to drop “sensor rocks” that will present a fully 
hemispheric field of view (FOV), such as bug eyes, or even better a lobster eye (see Fig. 11). 
The rocks will have natural camouflage, low cost, and disposability, and will work in the 
visible and IR regions (Grubsky et al., 2006). 
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Fig. 11. Camouflaged hemispheric lobster-eye awareness sensor, including: (1) IR target; (2), 
(3), (4), (7) lobster eyes; (5) remote solar panel that can be charged all day to provide 
electrical energy for all-night operation (in the stationary case); (6) power cable; (8), (12) local 
solar batteries; (9) metallic waveguide; (10) focal plane array (FPA); (11) sensor housing; 
(13), (14) sensor “rocks” dropped from the air 

4. RGB artificial color vision and biological analogies 

4.1 Prior art hyperspectral vs. RGB hyperspectral 
The challenge is to combine the two essential features of hyperspectral cameras that are 
applicable to omnidirectional optical imaging: real-time or ultrareal-time (URT) operation, and 
effective hyperspectral imaging. Real time (RT) means 30 frames per second (fps), and 
hyperspectral means over 100 spectral channels (or bins) for each pixel during each frame time. 
This is related to the visible (and NIR), MIR (3-5 μm), or FIR (8-14 μm) spectral region. This is 
indeed a challenge, because “hyper” means a large number of spectral channels (N>100), and 
the more spectral channels, the fewer the photons that are available for each detection; so the 
sensitivity of classical hyperspectral cameras is low. On the other hand, if time-sequential 
electro-optic (EO) filters are used, the hyperspectral camera (Hyvarinen et al., 1998) is slow, far 
from RT operation. Therefore, in general, “high-speed cameras” and prior art “hyperspectral 
cameras” perform incompatible operations (this section is from Jannson et al., 2007c). 
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This dilemma is resolved by introducing the RGB hyperspectral camera, based on the 
novel “RGB vector” concept. In this concept, instead of N > 100 we have N = 2, 3, 4,….12, 
but, instead of orthogonal wavelength channels (as in the case of the classical hyperspectral 
camera), we have spectral discriminants, similar to “color pixels” in a CCD camera, or to 
color receptors (rods and cones) in the human retina. The novelty is in generalizing this 
concept to the IR region. The color pixel concept has recently been applied for digital video 
processing (Kostrzewski et al., 2001 & Jannson & Kostrzewski, 2006a). J. Caulfield is the 
inventor of the general concept of artificial color (Caulfield et al., 2004). 

4.2 Design of color discriminants 
The color discriminants, or color primaries, can be designed for specific object signatures. 
Those discriminants should discriminate true targets from false targets even when they have 
similar wavelength characteristics. Assume for a simplified example that we have five 
objects of interest:  green pepper, snow peas, and carrots, as well as the plate and tablecloth, 
and that the true target is the green pepper and the remaining objects are false targets. We 
see that color discriminants can easily eliminate the carrot (orange), the plate (blue), and the 
tablecloth (white), but both the pepper and snow peas are green, so it is difficult to 
discriminate between them, so we need a further discriminant, increasing their number 
from N = 3 to N = 4. This illustrates the principle of how to discriminate targets of interest.  
In the case of a color signature, or more generally, a spectral signature, we apply the 
generalization of the standard RGB (red-green-blue) scheme, represented in VGA video by 
24 bpp (8 bpp per color). The RGB scheme can be generalized into similar multicolor 
schemes for IR (infrared) multispectral and hyperspectral sensors. Then, instead of comparing 
sample wavelength spectra with reference wavelength spectra, we compare the generalized 
RGB color components, which are defined in such a way that they accurately describe the 
sample spectra of interest (SOI). Then, pixel-to-pixel intensity subtraction (PIS) in the form 
of Euclidean distance, can be applied to the color matching operation (CMO) in the form of 
3D pixel vectors, similar to speed pixel vectors, as in vector flow analysis. The color intensity ratio 

defines the vector direction, while the overall “white”  intensity defines the vector module, or value. 
Then the CMO is formalized by color unit vector (CUV) subtraction. 
Let us consider the RGB intensity pixel vector ijI

f
 (Rij, Gij, Bij), where Rij, Gij, Bij are red, 

green, and blue RGB color vector components in the form: 

 + + =2 2 2 2
ij ij ij ijR G B I ,  (12) 

where Rij is the ij-th pixel intensity for the red RGB component, and the same for the green 
and blue components, and 

 = + +2 2 2
ij ij ij ijI R G B   (13) 

is the overall intensity vector module. Thus, the CUV is 

 
( )

= =
+ +

f
f ij ij ijij
ij 2 2 2

ij ij ij ij

R ,G ,BI
U

I R G B
,  (14) 

and 1ijU =
iiif

. CUV subtraction is illustrated in Fig. 12, where 
iif
iju  is a sample CUV and 

iiif
ijU  

is a reference CUV. This subtraction is in the form: 
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‘ |
→ →
− = − + − + −2 2 2

ij ij ij ij ij ij ij iju U (r' R' ) (g' G' ) (b' B' ) ,  (15) 

where the lower case u, r, g, and b denote the sample unit vector 
iif
iju , while capital U, R, G, 

and B denote the reference unit vector Uij (primes denote unit vector components). 
 

 
Fig. 12. Illustration of two color unit vector (CUV) subtraction, where 

iif
iju  is a sample unit 

vector, and 
iiif

ijU  is a reference unit vector. Cartesian coordinates are unit vector components 
′ ′ ′ij ij ijR ,G , and B  for the reference unit vector, and ′ ′ ′ij ij ijr g and b, ,  for the sample unit vector, 

where: ij ijU u= =
iiif iif

1 . Primes denote unit vector components 

The pixel-by-pixel vector subtraction operation described above can consume computation 
time and bandwidth; thus, it is more useful for automatic target recognition (ATR). For that 
purpose we select those pixels for which the CUV subtraction value is below a threshold 
value, in the form: 

 ij iU u− ≤
iiif iif

T ,  (16) 

where T is a predefined threshold value. The spectral region of interest (ROI) is defined by 
those pixel clusters that predominantly have CUV subtraction values below threshold value 
T. When the color signature has a dominant color component such as red, we can simplify 
this operation by applying the principle of “bright points,” or bright pixels. Then, instead of 
Eq. (16), we can use the following relation: 

 ij BR > T ,  (17) 

where ijR  is the absolute color intensity vector 
iif
ijI  component, and the same for green and 

blue. Then only “red-bright” pixels, which have a value higher than the predetermined 
threshold value TB, will be selected. Then the TB value must be normalized to an average 
color value to eliminate illumination background. The three RGB color primaries are shown 
in Fig. 13. 
Procedure for finding color primaries in IR. They must be selected in such a way that all 
wavelength signatures of interest are within the color triangle. Also, to discriminate the 
specific region well, we need to place two primaries close to each other (for example, the x 
and y primaries in the 550-650 nm range are well discriminated). Also, some primaries 
should be expanded into all regions of interest, as the x primary is in the 400-680 nm range, 
as shown in Fig. 13.  
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Fig. 13. Illustration of three RGB color primaries in wavelength domain, for human vision. 
We see that the x-primary is expanded into two hills, covering all regions of interest 

4.3 Biological analogies 
While human males almost always have three (RGB) color primaries, some women have 
four (Fu et al., 2004; Caufield et al., 2004 & Fu et al., 2005). Among animals, the European 

starling has four primaries. Other examples include the mantis shrimp (twelve primaries! 
Marshall & Oberwinkler, 1999), honey bee (three), and bichromatic insects (two). Furthermore, 
some women not only have four primaries, but also have rod sensitivity even in daylight. 
All these biological analogies suggest that the number N of primaries and their related 
spectral profiles depend on specific tasks or CONOPS. In fact, N varies from two 
(bichromatic insect) to twelve (mantis shrimp). A specific spectral region of interest should 
be covered by a higher density of primaries, and the system sensitivity depends on their first 
differentiating wavelengths. Physically, the color primaries can be created by any of three 
methods: 
• Dichroic beamsplitters 
• Detector focal plane arrays (FPAs) 
• Color filters directly on the pixels. 

4.4 An example of natural engineering 
An interesting example of Natural Engineering (NE) for aquatic vision is presented in Kröger 
et al., 1999 for shallow-water fish that have very good color vision, covering 250 nm range 
from UV to red (four cone types), while still preserving excellent resolution in this wide 
spectral range in spite of chromatic aberrations (shorter focal lengths for blue). This is due to 
chromatic aberration compensation by spherical aberration (shorter focal lengths for the 
inner zone). Then, red light from the inner zone focuses in the same location as the blue light 
from the outer zone. 

5. Resolution and sensitivity in animal eyes 

5.1 Resolution 
Diffraction-limited imaging systems are those that achieve resolution limits, defined by 
diffraction rather than by (geometrical) aberrations. Such systems used to have 
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photoreceptor (“pixel”) sizes close to those limited by the Rayleigh resolution criterion, based 
on an Airy (intensity) pattern, in the form: y = [2J1(z)/z]2, where J1(z) is the Bessel function of 
the 1st kind and the 1st order, and 

z = πD(δΘ)/λ (18) 

where δΘ is the angular distance from the center of the Airy pattern (which is the point 
object response), D is the lens diameter, and λ is the optical wavelength (in air). The spatial 
distance, x, at focal plane, is  

 
z f z

x = f(δΘ) = = f#
D
λ λ
π π

  (19) 

where f# = f/D. The Airy (circular) pattern is the diffraction one, with adjacent maxima and 
minima (rings), defined by the Bessel function, summarized in Table 1, for λ = 0.5 μm, and 
f# = 2.5 (easy lens). 
 

Maximum/Minimum z x y 

1st maximum 0 0 1 

1st minimum (1st ring) 1.22 π 1.52 μm 0 

2nd maximum 1.635 π 2 μm 0.0175

2nd minimum(2nd ring) 2.233 π 2.79 μm 0 

Table 1. Maxima and Minima of Airy Pattern (Analog Resolution), for λ = 0.5 μm and  
f# = 2.5 

We see that, outside the 1st ring, the Airy pattern is almost flat, close to zero, since for the 2nd 
maximum, the y value is very low (only 0.0175). The energy fraction within the 1st ring is 
84% (Born & Wolf, 1999). 
The Rayleigh criterion, defining the analog resolution (valid also for animal eyes) is such 
that adjacent point objects are recognizable if the 1st maximum of the Airy pattern of the 1st 

object coincides with the first minimum of the 2nd one. According to Table 1, this is 
equivalent to z = 1.22π; thus, we obtain the following resolving angular element, (δΘ)R, 

  (δΘ)R = 1.22 (λ/D)  (20) 

and, the equivalent linear element (δx)R, in the form: 

  (δx)R = 1.22 λf#  (21) 

In contrast, the digital resolution (valid for Human Engineering (HE)), is defined by the so-
called Nyquist Criterion, which states that two point objects are recognizable if they are 
located not closer that at the distance between two second pixels. Assuming, for illustration, 
that the size of each pixel is 4 μm, and the space between them is 1 μm, the pitch is 5 μm and 
the Nyquist resolving element, (δx)N = 10 μm, as shown in Fig. 14, where the Rayleigh 
resolving element: (δx)R = 1.52 μm, is also shown, for λ = 0.5 μm, and f# = 2.5. 
The Nyquist criterion can also be applied to Natural Engineering (NE), if we identify the eye’s 
photoreceptor size with pixel size. The HE-based video surveillance also uses the 3rd 
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Fig. 14. Illustration of digital (Nyquist) resolution (δx(N) = 10 μm), and analog (Rayleigh) 
resolution (δx(R) = 1.52 μm) 

resolution criterion, the so-called Johnson criterion, defined as a minimum number of pixels 
per object for: detection (D), recognition (R), and identification (I), as: 5, 10, and 15, respectively. 
For example, for an object (human) with a size of 1.8 m, the Johnson resolving elements are: 
36 cm (D), 18 cm (R), and 12 cm (I), respectively. 
Resolving Elements and Spatial Frequencies. In order to explain the role of the resolving 
element in animal eyes’ resolution, consider the object detail, δℓ, to be observed at distance, 
r; then its angular size is δφ = δℓ/r, and, assuming imaging system magnification, M = 1, the 
angular size of the image of this object detail, is also δφ (for, M ≠ 1, we need to provide 
respective rescaling). The Rayleigh criterion defined by Eq. 20, determines the minimum 
recognizable angular size of such a detail. 
The other important resolution quantity is spatial frequency, defined in Fourier optics 
(Goodman, 1968), by the so-called Fourier transform of 2D function U(x,y): 

 { }
+

G(f , f ) = F U(x,y) = U(x,y)exp -j2 (f x + f y) dxdyx y x y-
ˆ π

∞ ⎡ ⎤⋅ ⋅∫ ∫ ⎢ ⎥⎣ ⎦∞
  (22) 

where F̂{...}  is the 2D Fourier transform of U(x,y) and (fx,fy) are 2D-spatial frequencies in the 
number of lines per mm. For example, for fx = 100ℓ/mm, the resolving element (spatial 
period) is: 10 μm = 10-2 mm. 
In Land & Nilsson, 2002, spatial frequency is defined in a different way, namely, in a 
number of cycles per radian, as the optical cut-off frequency, νc, in the form: 

 νc = D/λ  (23) 

It can be shown that the equivalent Fourier cut-off frequency, fc, is equal to D/λf, for far-
distant objects (see Goodman, 1968), Frequency Analysis of Optical Imaging Systems, for di = f), 
where the Optical Transfer Function (OTF) for noncoherent optical imaging systems reaches 
zero. This is equivalent to contrast ratio reaching zero for cut-off “spatial frequency,” 
νc = D/λ, Fig. 3-3, in Land & Nilsson, 2002. 
The cut-off spatial frequency νc, as defined in Land & Nilsson, 2002, is a useful quantity in 
such a way that, according to Eq. (20), we have: 

 νc = 0.82 [(δΘ)R]-1  (24) 
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i.e., it is approximately equal to the minimum recognizable angular object size, seeing at λ 
wavelength, with lens aperture diameter, D. The typical color wavelengths are: red (600-
640 nm), yellow (570-600 nm), green (510-570 nm), and blue (450-510 nm). According to Schever 
& Kolb, 1987, the more subtle subcolors are: violet region (320-420 nm); blue region (420-500 
nm); green-yellow region (520-580 nm); and orange-red region (590-610 nm). On the other 
hand, the mantis shrimp (Neogonodactylus oerstedii), a marine crustacean, has at least four color 
stimuli for UV light, at 315, 330, 340, and 380 nm (Marshall & Oberwinkler, 1999). Assuming D 
= 2 mm, and λ = 0.55 μm = 550 nm), we obtain νc = 3637 cycles/radian.  According to Land & 
Nilsson, 2002, the highest νc value is 8022 cycles/radian for an eagle; a man (fovea) is second 

with νc = 4175 cycles/radian; then, the octopus (2632) and jumping spider (716); then, the cat 
(573), goldfish (409), and dragonfly (115); finally, with much lower resolution: bee (30), crab (19), 
scallop (18), fly (5.7), nautilus (cephalopod: 3.6), and cirolane (deep-sea isopod: 1.9). 
The spatial visual acuity of the wedge-tailed eagle (Aquila audex (Raymond, 1985)) has been 
determined across a range of luminance, by applying behavioural (acuity) and anatomical 
(resolution) investigation (the eagle viewed test gratings and received a food reward if his 
grating resolution guess was right). The results were average acuity: from 138 c/deg (or, 
7911 c/rad), for luminance of 2000 cd/m2, to 34 c/deg (or 1948 c/rad), for luminance of 
0.2 cd/m2, corresponding to almost the same values of resolving power. 

5.2 Sensitivity 
Eye sensitivity is defined as the number of photons, N, received by a photoreceptor, with 
size, d, by a lens with an aperture diameter D, and a focal length, f, at a standard radiance 
(luminance) level, in the form (Land & Nilsson, 2002): 

 2 2
absS  N /R  0.62 (d / f # ) ( )= = η  (25) 

where radiance, R, is in Watts/sr⋅m2 (objective units), while luminance is in (cd/m2, or nits 
(subjective units), f# = f/D, and ηabs is coefficient (fraction) of absorption. We see that aquatic 

eyes with very low f#-values are preferable here, while maximizing d-value (pixel size) also 
minimizes resolution. Of course, at very high luminance level, S-value can be low, but at 
very low ones, S-value should be high. 
In Table 2, various luminance levels are presented, as summarized from various sources, 
especially including Land & Nilsson, 2002. We see that their range is very broad, from 10-8 
nits (800 m – water depth), or even lower, to 104 nits (bright sunlight). At water depth, ℓ, the 
radiance (luminance) attenuates exponentially (according to Beer’s law), as: R = Roe-αℓ, 
where α = 0.032 m-1. 
Eye sensitivities are adjusted to specific light habitat. For example, for human light in 
daylight, s = 0.01 μm2 sr (D = 2 mm, (d/f) = 1.2⋅10-4 rad, and ηabs = 0.31; so, for d = 2.5 μm, 
we obtain f = 20.83 mm), while for the deep-sea isopod (Crustacean Cirolana), s = 4200 μm2 sr 
(D = 150 μm, (d/f) = 0.78 rad, ηabs = 0.51; so, for f# = 1, f = D = 150 μm, and d = 117 μm; i.e., 
large size of photoreceptor). 
Typical sensitivity levels for animal eyes are decreased with higher luminance levels (Land 
& Nilsson, 2002): Cirolana (marine isopod at deep sea): s = 4200 μm2 sr; Oplophorus (decapod 
shrimp at deep sea): s = 3300 μm2 sr; Dinopis (ogre-faced spider, nocturnal): s = 101 μm2 sr; 
Moth (nocturnal) s = 38 μm2 sr; Man (scotopic): s = 18 μm2 sr; Scallop (coastal sea-floor): ): s =  
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Table 2. Luminance Levels*) 

4 μm2 sr; Crab (diurnal): ): s = 0.5 μm2 sr; Bee (diurnal): ): s = 0.32 μm2 sr; Jumping spider 
(diurnal): s = 0.04 μm2 sr; and Man (fovea in daylight): ): s = 0.01 μm2 sr. 

5.3 Contrast and low photon numbers 
Human eyes, as well as the majority of mammal eyes, have excellent sensitivity to low 
photon levels, even to single photons (Land and Nilsson, 2002), although the brain’s “safety 
factor” (an equivalent of “decision threshold” in HE-photodetectors) is of about: N = 6. For 
such low photon numbers, N, the quantum noise occurs, guided by Poisson statistics 

(Margenau and Murphy, 1976). Its basic feature is such that the photon beam with statistical 
average, N , fluctuates with dispersion, N  (these fluctuations are of fundamental quantum 
nature, independent on measurement accuracy).  This means that low contrast ratio levels 
(defined as light intensity relative variation: C = ΔI/2I, where ΔI = Imax – Imin) cannot be kept 
at low photon numbers. (The contrast is an important parameter of vision measuring “spatial 

edges” and “object contours,”  or even “temporal contours.” ) Assuming ΔI = 2σ, where σ is 
dispersion, we obtain 

 
ΔI σ N 1

C = = = =
2I I N N

  (26) 

which is a generalized form of the so-called Rose-deVries law, studied by Hugo deVries and 
Albert Rose in the 1940s (Land and Nilsson, 2002). 
This law shows that low contrast ratios, C, can be measured only at high photon levels. For 
example, for N = 10,000 = 104, 100N = , and C = 1%. However, for N = 100, 10N = , and 
C = 10%. In general, there is the rule that for nocturnal vision (equivalent to night vision in 
Human Engineering (HE)), we need to have animal eyes with high sensitivity (thus, with 
low resolution), in order to measure low contrast levels. This is the manifestation of general 
trade-offs between high metrical information capacity (or, high dynamic range and low 
contrast) and high structural information capacity (or, high resolution) (Jannson, 1980b and 
MacKay, 1950); simply speaking, we cannot have low contrast detectivity and high 
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resolution at the same time, when photon levels are low. This general law is valid for any 
type of measurement noise, not only quantum noise. 
To be complete, let us also discuss the so-called specific detectivity, or D* AB /(NEP)= , 
valid for HE-semi-conductor photodetectors, where A-detector surface, B-bandwidth, and 
NEP-equivalent noise power, in: W-1cm Hz1/2.  Good D*-values are in the range of 1012 – 1013 
W-1cm Hz1/2.  
Let us consider the human eye with decision-threshold: N = 6 (against spontaneous 
rhodopsin activations (Land & Nilsson, 2002)). From X-Ray Data, 2001, we have: hc/1 eV = 
1.2 μm, where h-Planck constant, c-speed of light; thus, hν = hc/λ = 1 eV, for λ = 1.24 μm, or 
hν = 2 eV, for λ = 0.62 μm (ν-photon frequency). Then, for λ = 0.62 μm, (red), (NEP) = (6) 
(3.2)⋅10-17 J/sec = 19.2⋅10-17 W, assuming noise level (floor) for N = 6 during 1 sec-
observation.  Assuming retina’s “pixel’s size: d = 2 5A . mμ= , we obtain: D* = (2.5⋅10-4 cm) 
(1 Hz1/2/(19.2⋅10-17 W) = 1.3⋅1013 W-1cmHz1/2; i.e., an excellent D*-value. 
For (noise) fluctuation, based on Poisson statistics (or, in general, on Gaussian (normal) 
statistics) (Margenau & Murphy, 1976), it is useful to evaluate light-intensity variations in 
dispersion (σ) units. Then, we can easily determine probability, p, that a given N-value is 
located within the range: N N εσ= ± , where ε is a number of σ-units, as shown in Table 3, 
based on the so-called normal probability integral (Dwight, 1961), related to error-function, 
tabulated in other sources. 
 

ε 1.0 1.5 2.0 2.5 3.0 3.5 3.8 
p 68.3% 86.6% 95% 98.8% 99.7% 99.35% 99.99% 

Table 3. Probability P, of N-Number Location within: N N εσ= ± , based on Normal 
Probability Integral 

6. Animal mirrors and other natural optical elements 

Animal mirrors cannot be metallic but rather dielectric ones. In such a case it is quite 
surprising that such a complex effect like Bragg effect has been discovered by the NE, including 
even tunable interference filters performing color changes in reflection (Lythgoe & Shand, 1989). 
This is because by changing the spatial period, Λ, due to mechanical shrinking effect, we can 
change resonant (Bragg) wavelength, λB, by the following Bragg resonance relation: 

 
B=

2n
Λ λ

  (27) 
where n  is average refractive index, as shown in Fig. 15. 
According to the Bragg triangle (Fig. 15(b)), we have: K/2k=cosα′, or λ′ = 2Λ cosα′; sinα = 
n sinα′, the latter equation to be Snell law, while λ′ = λ/ n  (where λ′ is in medium while λ is 
in air), and using Eq. (27), we obtain the following “blue-shift” relation (K = 2π/Λ, 
k = 2π/λ′): 

 B’ = cosa ’;λ λ α  (28) 

i.e., Bragg wavelength shifts-into-blue under slanted (α′>o) incidence (strictly speaking, any 
wavelength value and corresponding Bragg mirror efficiency value will be shifted under 
slanted incidence, according to Eq. (28)). This effect provides a good criterion for 
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Fig. 15. Illustration of Bragg effect in sinusoidal Bragg grating, including: (a) Bragg 
reflection; (b) Bragg triangle 

differentiation between metallic mirrors and Bragg mirrors. Still, the majority of butterfly wings 
have pigmentary (similar to metallic) mirrors. However, males of the genus Morpho have 
intensive blue wings based on constructive interference (Bragg effect in dielectric mirror). 
The structural (Bragg) animal mirrors are based on sinusoidal index modulation (as in 
Fig. 15(a)) rather than on quadratic one, as in the case of HE-interference filters. Therefore, 
they are closer to holographic Bragg mirrors, such as those based on dichromatic gelatin (DCG) 
(Jannson et al., 1991), which is volume holographic material, extracted from biologic 

tissues. Then, Kogelnik’s coupled-wave theory (Kogelnik, 2001) holds, with coupling 

constant, ν, defined as: ν = πΔn⋅T/λ′, where Δn is index modulation and T-grating thickness, as 
in Fig. 15(a). For ν = π, the holographic (diffraction) efficiency reaches 99%; then, Δn⋅T/λ′ = 
1, and required Δn = λ/n⋅T. At the same time, the Bragg grating linewidth, Δλ, is defined by 
the relation: Δn/ n  = Δλ/λ, and number of grating periods, M, is: M = T/Λ = 2 n T/λ; thus, 
combining all these relations, we obtain the following relation for Bragg linewidth, Δλ, 
preserving high (99%) diffraction efficiency, 

 
2 2

= ; M =
nM nΔ

Δλ λ
λ λ

  (29) 

For example, for λ = 600 nm, Δλ = 10 nm, and n  = 1.45, we obtain M = 82; and, since: 
T = Mλ/2 n , we obtain T = 17 μm, a very small mirror thickness (sufficient to obtain such 
high (99%) reflection). On the other hand, for α = 30° and λB = 600 nm, we obtain from Eq. 
(28), λ = 563 nm; i.e., the blue-shift is significant (36 nm). 
Vignetting has been discussed in Section 1, as a vision effect discovered by the NE-based 
precursor of an eye (Fig. 1). In fact, such a primitive eye is still applied as Nautilus eye. Other 
cephalopods (octopus, squid, cuttlefish) have quite excellent eyes. This surprising NE-bottleneck 
can be explained by the fact that the Nautilus habitat is rather low risk. (Also, NE-moving into 
high-resolution small-pupil pinhole eyes would be impractical due to too-low sensitivity.) 
Anti-Reflection (AR) Structures in the animal world are based on a pigment (like “black 
paint”) material, rather than on the so-called moth-eye AR-structures, proposed by the HE, 
based on cone-like sub-wavelength microscopic structures, simulating GRIN-reflection, as 
shown in Fig. 16. 
In such a case, in the intermediate (“GRIN”) region: 0 ≤ z ≤ zo, the refractive index, n(z), 
changes as: n = n1w + (1-w) n2, where w is a weight factor: 0 ≤ w ≤1, in the form: w = z/zo, 
which is illustrated in Fig. 16, for n2 = 1 (air). This approximation is valid only if there is no 
“diffraction grating” effect, even for very large incidence angles; i.e., when Λ < λ/2. Since 
such solution (applied for HE-optical/microwave AR-structures) has not been discovered 
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Fig. 16. Illustration of HE-“moth-eye” structure, simulating GRIN effect for Λ<λ/2, 
assuming n2 = 1 (air), including: (a) Moth-eye AR-structure; (b) GRIN dependence: n = n(z) 

by the NE, we need to call the “moth-eye” concept, as a kind of Artificial Abstraction (AA); 
see; also, non-Lambertian diffusers (Jannson et al., 2006c). 
Total Internal Reflection (TIR) has been discovered by the NE in superposition eye of 
freshwater crayfish, Cherax destructor. Cherax is basically nocturnal and has a reflection 
superposition eye (see Section 3). In Bryceson & McIntyre, 1983, the TIR acceptance angles 
have been measured and average FOV curves were calculated to be within 5-10°, depending 
on light habitat. It should be noted that the TIR is much easier to achieve than the Bragg 
reflection (Fig. 15), as shown in Fig. 17, where the “mirage” phenomenon is also shown 
(such index profile can also be obtained in hot desert air environment). 
 

 
Fig. 17. Illustration of Total Internal Reflection (TIR) effect (“total” means 100%) in animal 
superposition eye optics; n1>n2, including: (a) “curved” ray reflection; (b) index profile 

Reflecting Camouflage is applied by some fish such as permits (trachinotus falcatus). These 
are silver fish that apply a form of camouflage which in the open ocean makes their bodies 
very difficult to see (Denton & Nicol, 1965), because direct solar component becomes diffuse 
below the sea surface; so, the radiation becomes symmetrical around vertical axis. As a 
result, independently on sun light direction, a vertical mirror surface becomes invisible 
(light reflected from such a surface at any angle has the same intensity as the light passing 
through this surface). Therefore, by placing fins vertically (not parallel to the body surface) 
makes fish almost invisible. This effect works independently on color if the multi-layer 
(Bragg) mirrors are applied with proper color compensation (please see, Land & Nilsson, 
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2002, Section 6). It should be noted that a similar CONOPS (to that below sea surface) is 
under heavy canopy of rain forest. 
Scotopic Nocturnal Vision is applied by primates and higher mammals, by applying two 
types of photoreceptors: cones and rods. In the case of photopic (diurnal) vision (field 
luminance not lower than 3nt (cdm-2)), we apply cones (after being dark adapted, the eye 
requires 2-3 minutes to become light adapted). In the case of scotopic (nocturnal), or night 
vision (field luminance not higher than 3⋅10-5nt), we apply rods (dark adaption takes 
45 min.). Retina’s highest resolution area, fovea, contains only cones. The maximum photopic 
efficiency is at 555-nm wavelength, while the maximum scotopic efficiency is at 510 nm 
(blue-shift). The mixed (photopic/scotopic) light habitat is very frustrating for the human 
eye. Such habitat can be created, for example, by scattered street light, filling all the 
intermediate (10-5-1 nt) region (see Table 2). This defect can be eliminated by LED 
illumination. Also, the change of sunlight spectrum (blue-shift for scotopic) can influence 
human sleep habit (level of melatonin is increasing in human blood under blue-shift of 
white light, simulating sunset conditions (Brainard et al., 2001)) which is broken under 
artificial lighting. This, again, can be regulated by LED illumination. 
Infrared (IR) Vision has been applied to the detection of forest fires by the beetle 
Melanophila accuminata for mating purposes which usually takes place while the fire is still 
burning and females deposit eggs immediately after the flames have subsided (the larvae of 
Melanophila absolutely depend on wood of fresh fire-killed trees because they cannot cope 
with the defense reactions of a living tree). Forest fires emit IR radiation at 2.2 - 4 μm 
(assuming fire temperature between 500°C and 1000°C,) which is well transmitted through 
air due to atmospheric “window” ranging from 3 μm to 5 μm, at distances up to 80 km. In 
the experiments (Schmitz & Blackmann, 1998), all wavelengths shorter than 1.6 μm were 
excluded by a longpass IR filter. 

7. Pseudo-apposition eyes 

The apposition eyes of insects produce multiplicity of redundant identical images. This 
redundant imaging information is further lost through neuro-biological process. In this 
section, we propose a HE-based solution, called pseudo-apposition eye, which applies this 
imaging multiplicity information for spectral imaging purposes, as shown in Fig. 18. This 
hyperspectral imaging concept applies narrow band interference filters located in the front of 
each lens with different Bragg wavelengths λ1, λ2, λ3, etc., representing different spectral 
bands. Each lens has its own camera with 2D photoreceptors (pixels).  Since this system 
observes distant objects, at infinity, each so-called world object point is represented by certain 
plane wave with direction in spherical coordinates (Θ, φ). While every spectral band is 
represented, at normal incidence (Θ = 0), by its central (Bragg) wavelength λ1, λ2, λ3, etc., 
this wavelength is shifted into shorter wavelengths for slanted angle incidence 

20( ; )πΘ θ> ≤ , due to Bragg wavelength shifts-into-blue effect (see; Eq. (28)). Because this 
system monitors only plane waves, the lenses required have to produce only simple plane-
wave-transformation-into-an-image-point, equivalent to Fourier transform, as in Eq. (22). 
The geometrical locii of these image points can be called an analog of Petzval’s surface (Born 
and Wolf 1999), because this surface does not represent the same wavelength but rather 
Bragg wavelength distribution following Eq. (28). The optimum lens realizing this surface 
should be a kind of ball lens, with maximum number of degrees of freedom in order to 
maximize the optimization process (Kompaniets, 2010). Therefore, the ideal lens should be a  
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λ2
λ1 λ3

Camera 1 Camera 2 Camera 3  
Fig. 18. A possible implementation of the hyperspectral imaging concept based on use of 
multi-aperture pseudo-apposition eye system. As shown above, multiple cameras observe 
the same scene at different spectral bands. Position of the object of interest in the so-called 
RGB color map can be determined by brightness of the relevant pixels in the multiple 
spectral bands 

kind of GRIN lens, similar to that used in aquatic eyes, as in Section 2.3. Fig. 19 shows the 
photograph of object mapping with traces of TNT explosive (invisible to the naked eye), 
detected by the pseudo-apposition eye system. 
 

  
Fig. 19. Left – image captured using a regular monochrome camera that shows no traces of 
explosives. Right – Dashed yellow circles clearly show traces of explosives made visible 
through passive spectral imaging 

8. Human eye, visual cortex and video imagery effects in primates’ vision 

8.1 Eye, retina and primary visual cortex 
Analyzing human vision (or, more generally, primates’ vision), in the context of video 
imagery, requires considering not only the eye but also the primary visual cortex. This, in 
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turn, requires discussing not only human vision in a narrow sense (i.e., eye, including 
retina) but also the field of central-nervous neurobiology. In this section, we will present highly 
simplified (broader) view of human vision including NE-based temporal imaging effects 
related to HE-based video surveillance, based on excellent monography by Hubel (Hubel, 
1988), a Nobel laureate with Wiesel in 1981). He refers to Ramon y Cajal and Golgi as fathers 
of neuroanatomy (Nobel prize in 1906). In Fig. 20, we show the topography of human brain 
emphasizing the eyes and primary visual cortex (Fig. 20(a)), including human left eye 
(Fig. 20 (b)), and microscopic view of eye’s retina (Fig. 20(c)). 
The primary visual cortex is located at the opposite side to the eyes (Fig. 20(a)). The 
second surprising fact is that the optic nerve bundles are reshuffled at optic chasm cross-
roads: left-to-right and vice versa, at about 50/50-proportion ratio, while this ratio is 
different for lower mammals such as horses and mice (for more details, please see Hubel, 
1988, Section 4). After passing cross-roads, the optic nerve bundle is distributed into 
broad so-called optic radiation channeling and then converged into a narrower channel 
leading to primary visual cortex. 
As an eye on a land (terrestrial), the human eye has cornea, with some focusing power 
allowing to make homogeneous axial lens solution effective (in contrast to aquatic GRIN 
lenses). At the front of the lens there is iris (pupil), with its size tunable to various light 
habitats, while eye’s accommodation (equivalent to camera’s variable focal length) is 
provided by eye curvature change due to ciliary muscles (while extraocular muscles regulate 
the entire eye ball motion) as in Fig. 20(b). The light beam is focused into fovea which is a 
small part (about half millimeter in diameter) of retina (equivalent of CCD array). 
Retina’s photoreceptors (CCD pixel’s equivalents) are both (scotopic) rods (which are far 
more numerous than cones) and (photopic) cones, totally about 125 million, with fovea, a 
high-resolution spot, containing only cones. Behind photoreceptors, there is a back layer 
containing the black pigment, melanin (also found in skin), an equivalent of black paper 
inside a camera. It has also the second function: restoring functionality of photoreceptors 
after their bleaching by strong light beams. This is perhaps the reason that retina’s thin 
(250 μm) semi-transparent neural cell structure (Fig. 20(c)) is placed into the front of light; 
thus, partially scattering (blocking) light beams, resulting in some obscuring of vision. 
This “purposely mistaken” NE-solution seems to be necessary compromise between eye 
optics and melanin’s biochemical functionality needs. [Cones and rods, with 2-3 μm-
diameter size, are terminated with “pixels;” their size is close to the diffraction (Rayleigh 
resolution) limit (~1.5 μm).] The light blurring, due to this compromise, would be 
disastrous in the fovea region, when high resolution demands are very stringent; thus, the 
NE provided a ring of thicker retina exposing the central cones of the fovea region, thus, 
avoiding its blocking (Hubel, 1988). 
In Fig. 20(c), three retinal layers: ganglion cells, bipolar cells and rods/cones are shown; their 
total thickness is only 0.25 mm = 250 μm. We see that light needs to pass through two of 
them (ganglion and bipolar) before it gets to the rods and cones. Since the number of cells 
increases from left to right (from about 1 million to 125 million), two other in-parallel cells 
(horizontal and amacrine ones) provide the necessary fan-out. 
Considering photoreceptor size of about 2.5 μm, and total number of cones/rods to be about 
108, the retina size is about 25 mm, with semi-circular surface profile (Fig. 20(b)), to be 
reduced to about: 25 mm/(π/2) = 16 mm of straight-line length. 
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Fig. 20. General view of human brain emphasizing the eyes and primary visual cortex, 
including: (a) topography of brain; (b) an eye; (c) microscopic view of retina. It should be 
noted, based on Hubel 1998, that the entire retinal structure (c) is put in the front into the 
direction of light; so, light needs to go through this structure before it is detected by 
photoreceptors (retina’s “pixels,” by analogy to TV camera). It should also be noted that the 
retina structure is very thin (only 0.25 mm = 250 μm ≅ 10 mils); as in Fig.18(c). This figure is 
based on analysis in Hubel, 1988 
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8.2 Cortical neurons 
The neural cells have approximately the same structures within retina as well as within 
cerebral cortex; the most complex of them, however, are cortical neurons. 
Consider typical cortical neurons (Jannson et al., 2009) constituted of the soma, axons, dendrites, 
and synapses, in mammals or more generally in vertebrates, as discussed in general 
neurobiology (Fig. 21). 
 

 
Fig. 21. Schematic of typical cortical neurons, constituted of the soma, axons, dendrites, and 
synapses, emphasizing the concept of synapse operation, as in Detail View B, from Jannson, 
et al., 2009 
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Fig. 21 shows a detailed general schematic of typical cortical neurons emphasizing the 
concept of operation of the synapse and its interconnectivity. More specifically, in Detail 
View B a synaptic gap between an axon and a dendrite is shown. We see that in an ion 

channel, a salt, KCl, is decomposed into positive K+ ions and negative Cl- ions that are 
transmitted through those channels, which also activate neurotransmitter vesicles. These 
vesicles contain neurotransmitters such as dopamine and serotonin. Those neurotransmitters 
allow to preserve propagation of ion current through space (a synaptic gap) into 
neurotransmitter receptors and then through further ion channels. This ion current 
(according to Kirchhoff law) flows continuously perhaps as an electron current in a 
dendrite, which is a kind of wire, rather than a synapse which is an only a gap (“synaptic 
gap”). Therefore, as we see, typical HE-modeling of synapses analogs differs significantly 
from that of their natural (biological) equivalents, which are synapses presented as wires 
rather than gaps (as in Fig. 21), another example of the AA. 
According to Fig. 21, the synapses’ concept of operation, or CONOPS, is based on slowly 
varying (hours) parametric control of ionic current through a synaptic gap due to 
neurotransmitters, such as dopamine or serotonin. In other words, the ionic current mobility is 
parametrically controlled due to the presence of neurotransmitters. The physics of ionic 
current mobility, in general, is well described in Joos, 1986, in the chapter entitled Electrolytic 

Conduction. Assuming equilibrium, or constant-velocity movement, the electrical force: zeE, 
where z is the ion valence (here: z = 1), e is electron charge, and E is electric field intensity in 
volts cm-1, is equal to resistance force, f, proportional to velocity in cm sec-1. This force can be 
identified with Stokes’ law (Joos, 1986), as 

 o6 R vπη=f   (30) 

where η is the viscosity coefficient, v is the ion velocity, and Ro is the radius of the effective 

ion sphere. Assuming that, in equilibrium, f = zeE, we obtain the formula for ion mobility, in 
the form (Joos, 1986): 

 
v

u
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6 Rπη

= =   (31) 

If we measure these ion mobilities, we obtain, for K+, the mobility value of 67.6⋅10-5 cm 
sec-1/volt cm-1, which leads to an ionic radius of magnitude 10-8 cm = 10-4 µm ~1Å, which is 
the correct order of magnitude. We see, however, that the ionic radii decrease in order: Li-
Na-K, rather than increase, according to well-founded results of atomic physics. The reason 
is that a small ion has a stronger surface force than a large one. This field causes the 
attachment of molecules of the solvent, thus, reducing mobility, equivalent to increasing 
effective radius, Ro, in Eq. (30). 
In summary, the CONOPS of natural (biological) mammalian synapses has been discussed, 
within the visualization of natural cortical neuron connectivity, shown in Fig. 21, including 
ion current mobility as described by Eq. (31). In particular, the term of “synapse” should be 
considered in terms of synaptic gap (see Fig. 21), rather than as a kind of wire, the latter 
term being better fitted to dendrites of dendritic neurons, for example. In other words, a 
synapse, or rather a synaptic gap, is a basic connectivity element between different neurons, 
which constitute natural (NE) neural networks. 
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8.3 NE-based contour imaging 
The retinal ganglion cells are the first cells performing a kind of image processing: responding, 
by firing of short (sub-milisecond) impulses (spikes) with variable frequency: higher if 
response is positive, lower if negative. (This type of cell’s response is characteristic for all 
neural cells in the brain.) There are two types of retinal ganglion cells: on-center and off-center 
cells (Hubel, 1988); the first type responding positively to bright spots, while the second 
type  responding positively to dark spots (their numbers are in 50/50 proportion, matching 
the natural habitat (dark objects are probably just as common as light ones (Hubel, 1988)). In 
general, no positive response has been observed for uniform diffuse light; only spatial edges 
with black/white contrast produce positive responses. 
The role of neural synapses (see Section 8.2) and neurotransmitters is such that they are enabling 
high plasticity of brain cortex: synapses can be produced and also killed. Their transmittivity 
can be regulated by neurotransmitters such as seratonin (Fig. 21). Also, inhibitory synapses are 
about as plentiful as excitatory ones. (The excitatory synapses react positively to increasing 
some transmitter dose, while the same transmitter can react negatively in inhibitory synapses.) 
Also, the amacrine cells seem to be sensitive to motion (Hubel, 1988). 
All the above specializations of ganglion cells lead to a kind of their collective response, 
emphasizing contour (edge/border detection of an object, both static and on-the-move 
(OTM)), including even edge enhancement. This tendency continues in the case of cortical cells, 
including a famous experiment by Hubel and Wiesel in 1958, when, after comprehensive search to 
register cells’ response into the artificial dot, they found, to their surprise, that the neural cells in 
question produced positive response not to this dot but rather to the sharp but faint shadow cast by 
the edge of the glass substrate used only for this experiment support. 
Further cell specialization is introduced by the cortical neural cells that respond to “line”  

stimulus, reacting positively to line’s specific length and orientation. They are not only 
excitatory and inhibitory but also so-called complex and simple ones (Hubel, 1988). Their 
collective response can be summarized into positive response into not only specific line’s 
length and orientation but also to its curvature and even its manifold surface topology, 
related to catastrophe theory (Ternovskiy et al., 2002). 
The role of the fovea is emphasized by the spontaneous saccadic eye movement that performs 
random tiny so-called microsaccades that occur several times per second in order to detect any 
sharp contours (edges) and movements of objects within a given natural scene (Hubel, 1988). 

8.4 Relations to HE-based video processing 
Given the NE-based contour imaging (NECI), as in Section 8.3, we see the basic similarities 
and differences between the NECI and the HE-based video processing. The similarities are 
with Artificial Retina (Alteheld et al., 2007 & Cheng, 2008) hard-wired HE-solutions, 
simulating ganglion cells and some types of cortical cells, while software-defined pre-ATR 
HE-solutions (Jannson & Kostrzewski, 2006a) are entirely different, since they do not follow 
the idea of specialized neural cells. Rather, they are based on wavelet transform pixel’s 

clusterization (decimation) (Jannson & Kostrzewski, 2006a), and pixel-by-pixel Full-Frame-to-

Frame Comparison (FFTFC), as in Jannson, 2001, where also new electronic hardware, based 
on highly dedicated RISC (Reduced Instruction Set Computer) processor is applied. 
In the FFTFC case, the Novelty Filtering (NF) has been introduced that provides object’s edge-

enhancement in both temporal and spatial domains. In the temporal domain, applicable to 
the OTM objects, two sequent video frames are compared by pixels’ intensity subtraction, 
using high intensity contrast at object boundary (contour). This is real-time (RT) video 
processing in contrast to the previous ATR (Automatic Target Recognition), based on Fourier 

transform (Goodman, 1968), which is not real-time. The NF-operation can also be performed 
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at spatial domain, when frame translation is introduced in electronic domain (Jannson et al., 
2007b) as in Fig. 22. 
In contrast, in the HE-based hard-wired case, the response specificity is very high. In 
particular, in Hubel, 1988, Figure in p. 41, the on-center ganglion cells’ response into small 
(optimum size) bright spot stimulus is presented, versus dark field (no stimulus). In the latter 
case (no stimulus) the firing pattern does exist but there is no changes (“no changes” – pattern, 
or “small changes” will also be in the case of non-optimum size spots (Hubel, 1988)). In the 
case of stimulus presence, the response is positive (random frequency of pulses increases). It 
should be emphasized that the positive response is only for the specific stimulus (an object) 
shape and, only, for small set of specialized (“on-center”) ganglion cells. Therefore, indeed, the 
response specificity is very high. On the other hand, in the case of HE-based software-defined 
video processing (Fig. 20), the response specificity is low; i.e., the NF-effect is equally effective 
for widely different object contours, and it can work in both temporal and spatial domains. 
 

 
Fig. 22. Pixel-by-pixel subtraction of an object (continuous line), moving from left to right, 
translated (broken line) by Δ-value during frame-to-frame comparison. Amplified by 
Novelty Filtering (NF), the object contour area is visualized by the hatched lines 

8.5 Holographic associative memory as an example of artificial abstraction 
According to Goodman, 1968, the cross- correlation theorem has the form: 

 F{ U(x',y')V * (x' - x,y' - y)dx'dy'} = G(f , f )H * (f , f )x y x y
ˆ ∫∫   (32) 

where F{ U(x,y)} = G(f , f )x y
ˆ ∫∫ and F{V(x,y)} = H(f , f )x yˆ are 2D Fourier transforms (see: Eq. 

(22)). According to Gabor (Jannson et al., 1986), in the case of “noise-like” functions, U and 
V, that correlate sharply (or, only their fragments correlate sharply), the cross-correlation 
function takes the form of Dirac-delta function: 

 U(x',y')V * (x' - x,y' - y)dx'dy' = δ(x,y)∫∫   (33) 

Where                                           
, for x = 0, y = 0

δ(x,y) =
0, for x 0, y 0
∞⎧
⎨ ≠ ≠⎩

                                 (34) 

The cross-correlation operation (32) takes place in the case of holographic memory with object 
function, U(x,y), stored during holographic recording process while the other object function, 
V(x,y), is applied during holographic reconstruction process (similar to Vander-Lugt filtering 
(Goodman 1968)).  Therefore, if many Ui(x,y)-functions (pages) are stored, where: i = 1, 2, .., M; 
then, only those pages will be reconstructed which have the same phrase (graphical, or textual), 
as has V(x,y)-function.  This is the basis of new highly parallel query paradigm, unknown in the 
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electronic domain, being possible base of future computer search engines with tremendous 
search capacity. Assume, for example M = 106, and 106-bits per holographic page.  Then, if a 
given graphical/textual phrase is searched in the holographic domain, this phrase can be 
found, almost instantly (within, say, 10-4 sec), amongst: 106x106 = 1012 bits; i.e., the search speed 
of this new computer search engine will be: 1012 bits/10-4 sec = 1016 bits/sec (!). 
Some authors have speculated (Jannson et al., 1986) that this kind of holographic associative 
memory, un-localized in nature (since the holographic storage is distributed all over the entire 
hologram volume) can be found in the human brain. However, in the view of hard-wired 
architecture of visual cortex (see Section 8.4), it would be hard to believe that this is a right 
guess (rather, such concept is closer to software-defined HE-based architectures; see Fig. 23, for 
comparison). Therefore, we can identify this AA as an indirect one (see Section 9). 
The other AA, directly related to hard-wired NE-based architecture, is presented in Jannson 
et al., 2009. Based on (voltage) signal propagation in dendritic neurons, the proposed neural 

lensing follows, mathematically, Fourier heat conduction analysis, generalized by Lord 
Kelvin (1850) into cable theory, resulting in descrete lens focusing principle. It is too early to 
predict if it is possible to have this AA-concept to be confirmed by any neurobiological 
experiments. Nevertheless, this principle can explain such well-known neurobiological 
phenomenon as the criticality of some neurons in specific human face recognition, without 
the necessity of differentiating their biologic structure. 

9. Conclusions 

This paper is a kind of interdisciplinary essay discussing the relationships between animal 
eyes and relevant human engineering (HE), in the context of video surveillance. We purposely 
use engineering language rather than biologic one in order to make those relationships more 
familiar to video imagery scientists and engineers, including some necessary simplifications 
(and repetitions) which would be rather improper if addressed to neurobiological vision 
auditory. This paper is mostly based on two excellent monographics (Land and Nilsson, 
2002, and Hubel 1988), as well as on a number of papers, representing work at Physical 
Optics Corporation (POC), especially including Jannson et al., 2007. 
A number of basic conclusions can be made from this on-animal-eyes essay, namely, 
relationships between biologic evolution (called here: Natural Engineering, or NE), and Human 

Engineering (HE) are quite complex yet they can graphically be presented in the form of two 
crossing sets, as shown in Fig. 23, where the sets’ cross-section is represented by a kind of 
technology transfer, called here Artificial Abstraction (AA) (which, obviously, can be only one 
way; this is why the set framework presented here makes sense). While still using this formal 
language, we can say that the AAs can be of two kinds: direct (with positive connotation) and 
indirect (with negative connotation). The first one is made by conclusion from direct 
observation of NE-process, with some possible HE-additions that can be made, however, only 
after direct NE-observation. The second one is made in inverse sequence; i.e., first to make the 
AA observation and then to find a proper biologic analogy. We hope that during the course of 
this essay, we have made clear why this indirect AA is usually unsuccessful (see, for example, 
Section 8.5). Briefly, this is because, while making the indirect AA, we are not able to predict 
some hidden biologic functions which, nevertheless, are essential for survival of biological 
organisms, yet they look unimportant for the HE-process. 
The best example of this paradox is, perhaps, the role of pigment during 500 million years 
long evolution of animal eyes, from the “first” one (Fig. 1), to the “last” one (Fig. 20). We see 
that this role is so important (not only for protecting the interior of animal body against 
deadly UV photons, but also for restoring eye vision after eye’s bleaching) that the pigment 
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entirely occupies one (internal) side of the retina; thus, leaving only the second (external) 
side available for other vision functions; thus, creating blocking view problem, which 
lingers on through the entire eye evolution. 
The other important conclusion is light habitat’s or CONOPS’ influence on eye evolution, 
namely, bifurcation of imaging eye concept into compound (superposition) one and elementary 
(vertebrates) one, the first one dictated by the requirement of panoramic view (such as in 
lobster eye; see Section 3), while the second one dictated by the high resolution requirement. 
Finally, in the context of moving objects’ vision (related to video imagery), we should 
observe almost complete disparity between NE and HE, namely the NE-based hard-wired 
solution vs. HE-based software-defined solution, as discussed in Section 8.4. 
 

 
Fig. 23. Illustration of relationship between Natural Engineering (NE), Human Engineering 
(HE) and Artificial Abstraction (AA), the later one as sets cross-section 

We believe this essay has shown the principal role of CONOPS (or, light habitat, using 
biologic language) in the animal eye designs, which, we hope will transfer to more efficient 
video designs in the future. 
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