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1. Introduction

It has been one of the important fields of contemporary science to explore the microscopic
origin of the damping phenomenon of collective motion in the finite many-body system.
The evolution of the early universe, that of the chemical reaction, many active processes
in biological system, the fission and fusion processes in nuclear system, the quantum
correspondent of the classically chaotic system and the measurement theory are typical
examples among others(1–14). Although these processes have been successfully described
by the phenomenological transport equation, there still remain some basic problems, such
as, how to derive the macro-level transport equation describing the macroscopic irreversible
motion from the micro-level reversible dynamics from the fundamental level dynamics; how
the statistical state is realized in the irrelevant subsystem and why the irreversible macro-level
process is generated as a result of the reversible micro-level dynamics.
The study on this subject has been one of the most fundamental and challenging fields in
the various fields of contemporary science. Intensive studies have been carried out (15–29),
however, an acceptance microscopic understanding is still far from realization and there still
remain a lot of studies(30–33).

1.1 From reversible to irreversible: Foundation of statistical physics

Before discussing the microscopic origin of irreversibility phenomenon, one should be aware
of an informal indication of the problem in explaining the meaning of the foundation
of statistical physics, which can be seen in the presence of two types of processes: (1)
time-irreversible macroscopic (relevant or collective) process which obey the thermodynamics,
or kinetic, laws; and (2) time-reversible microscopic (irrelevant or intrinsic) process which
obey, say, the Newton and Maxwell equations of motion. The great difference between
both descriptions of the processes in nature, is not clearly understood and an acceptance
explanation on the origin of irreversibility is still lack(34). The formal definition of the problem
is to derive a macroscopic equation which describes an irreversible evolution which begins
with a reversible Hamiltonian equation.
Before the recognition of the importance of chaos, the attempts to unite, in a formal way,
the statistical and dynamical description of a system, usually starts with dividing the total
system into the relevant and irrelevant degrees of freedom by hand and assuming the
irrelevant system placed in a state of micro-canonical equilibrium (thermodynamical) state
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(Ref. Boltzmann’s pioneer proposal(35) and the textbooks as (36)). This is the Boltzmann
principle

S = k lnA(E). (1)

where A(E) is the area of the phase space explored by the system in a micro-canonical state,
k the Boltzmann constant and S the entropy. However, such the derivations are essentially
based on the assumption of an infinitely large number of degrees of freedom and the existence
of two different time scales τr ≫ τi, where τr is the time scale of relevant degrees of freedom
and τi is that of irrelevant ones. Under such assumption, the irreversibility or the equilibrium
condition is supplemented for the dynamical equations, and the resultant distribution has the
form

P(ǫ) ∼ e−βǫ β ≡ 1/kT (2)

where ǫ is the energy of the irrelevant degrees of freedom and T the temperature of the system.
Distribution (2) is called the equilibrium Boltzmann distribution which corresponds to the
thermodynamical state and thus only can be adopted to describe the equilibrium process rather
than nonequilibrium states. It also should be mentioned that Poincaré recurrence theorem says
that for a finite and area-preserving motion, any trajectory should return to an arbitrarily
taken domain Σ in a finite time and should do so repeatedly for an infinite number of time.
However, Boltzmann had rightly argue that for a large number of particles, this recurrence
time would be astronomically long. This assumption only can be justified for a system with
infinite number of degrees of freedom. When one want to study the origin of irreversibility
of a finite system where dynamical chaos occurs, this assumption of infinite occurrence time
will cause some serious problems.
Many attempts have been successfully achieved in different ways and with some
supplementary conditions on microscopic Hamiltonian equations, such as the random phase
approximation (mixing)(37; 38), Gaussian orthogonal ensemble (GOE), or other equivalent
conditions played the role of statistical element(15–20; 25–29; 39). The ergodic and irreversible
property is assumed for the irrelevant system with infinite number of degree of freedom.
Temperature, so as thermodynamics, is introduced by hand through the supplementary
conditions. From dynamical point of view, such the derivation is unsatisfactory since the
strong condition like randomness of some variables or statistical ansatz should be introduced
by hand. Following the recognition of the importance of chaos, it has been supposed that there
is an intimate relation between the realization of irreversibility and the order-to-chaos transition within
the microscopic Hamilton dynamics. When one derives the macroscopic irreversibility from
the fundamental Hamiltonian equations, the stochastic processes can be obtained for some
specific parameters and initial conditions. However even in this case, such the supplementary
assumptions still remain to be justified. The main problems are: whether or not one may
substantiate statistical state in the way dynamical chaos is structured in real Hamiltonian
system, whether or not there are some difficulties of using the properties of dynamical chaos as
a source of randomness, whether one can derive a random process from the dynamical chaotic
motion and whether or in what conditions, the derived stochastic process may correspond
to the above-mentioned random assumptions. It is well known that Poincaré recurrence
time is finite for finite Hamiltonian systems and its phase space has fractal (or multi-fractal)
structure, where the ergodicity of motion is not generally satisfied. Therefore, specially in
the finite system, it is not a trivial discussion whether or not the irrelevant subsystem can be
effectively replaced by a statistical object as a heat bath, even when it shows chaotic behavior
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and its Lyapunov exponent has a positive value everywhere in the phase space. It is also an
interesting question to explore the relation between the dynamical definition of the statistical
state, if it exists, and the static definition of it.

1.2 From infinite to finite system

It should say that there is substantial difficulty, or it is almost impossible in some extent, for
us to derive the macroscopic irreversibility from the fundamental Hamiltonian equations for
an infinite system because which has an infinite (or extremely large) number of degrees of
freedom. This fact is generally accepted as the reason for the introduction of the statistical
assumptions. On another hand, when one derive macroscopic equations by averaging over
microscopic random variables resulted in a reduced description of an in�nite system, the
detailed structure of micro phase space will lose its importance. In this sense, for an in�nite
system, such the statistical approach seems to be reasonable and will not cause any serious
problems.
However, in such systems as atoms, nuclei and biomolecules whose environment is not
infinite, where assumption of a large number of degrees of freedom is not justified, and
in a case when one intends to derive the macroscopic irreversibility and phenomenological
transport equation from the fundamental level dynamics, it is not obvious whether or not one
may introduce the statistical assumptions for the irrelevant degrees of freedom. The decisive
problem in the finite system is how to justify an introduction of some statistical state or some
statistical concept like the temperature or the heat bath, which is one of the basic ingredient to
derive an irreversible process to the Hamilton system.
With regards to the damping phenomena observed in the giant resonance on top of the
highly excited states in the nuclear system, its microscopic description has been mainly
based on the temperature dependent mean-field theory(40–45). However, an introduction
of the temperature in the finite-isolated nuclei is by no means obvious, when one explicitly
introduce many single-particle excitation modes on top of the temperature-dependent shell
model. Could one introduce a chaotic (complex) excitation mode on top of the chaotic (heat
bath characterized by the temperature) system? When one considers the 2p-2h (two-particle
two-hole) state as a door way state to be coupled with the 1p-1h collective excitation mode,
a naive classical model Hamilton would be something like a β Fermi-Pasta-Ulam (FPU)
system(46–49) where no heat bath is assumed, rather than the temperature-dependent shell
model where the Matsubara Green function is used.
The recent development in the classical theory of nonlinear Hamiltonian system (22; 34; 50–
53) has shown that there appears an exceedingly rich structure in the phase space, which is
usually considered to prevent a fully developed chaos. The existence of fractal structure is a
remarkable property of Hamilton chaos and a typical feature of the phase space in real system.
Due to the fractal structure of the phase space, the motion of Hamilton system of general type
is not ergodic, specially for a finite Hamiltonian system. In this case, the questions then arise:
what kind random process corresponds to the dynamical chaotic motion? whether or not
the system dynamically reaches some statistical object? The microscopic derivation of the
non-equilibrium statistical physics in relation with the exceedingly rich structure of the phase
space as well as with the order-to-chaos transition might be explored within the microscopic
Hamilton dynamics. This subject will be further discussed in Sec. 4.1.2.
Another important issue related to this study is how to divide the total system into the relevant
and irrelevant degrees of freedom. However, in many approaches(24; 26; 27), one usually
starts with dividing the total system into the relevant and irrelevant degrees of freedom
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by hand. In the system where a total number of degrees of freedom can be approximately
treated as an infinite, there does not arise any serious problem how to introduce the relevant
degrees of freedom. In the finite system as nuclei where a number of the degrees of freedom
is not large enough, and a time scale of the relevant motion and that of the irrelevant one
is typically less than one order of magnitude difference, there arises an important problem
how to distinguish the relevant ones from the rest in a way consistent with the underlying
microscopic dynamics for aiming to properly characterize the collective motion. Here it worth
to mention another important issue is related with an applicability of the linear response theory
(LRT)(54–59), because a validity of the linear approximation for the macro-level dynamics
does not necessarily justify that for the micro-level dynamics. Furthermore, there arises a
basic question whether or not one may divide the total system into the relevant and irrelevant
subsystems by leaving the linear coupling between them(30; 50; 60–62). At the best of our
knowledge, it seems that there is no compelling physical reason to choose the linear coupling
interaction between the relevant and irrelevant subsystems.
Summarily speaking, in exploring the microscopic dynamics in �nite Hamiltonian system, says,
answering the basic questions as listed in the beginning of this section, there are two main
subjects. One is how to divide the total system into the relevant and irrelevant ones and another is how
to derive the macroscopic statistical properties from microscopic dynamics.

1.3 The nonlinear theory of the classical Hamiltonian system

From above discussion, one can conclude that the theory of chaotic dynamics should play a
decisive role in understanding the origin of microscopic irreversibility within the microscopic
Hamilton dynamics. It is imperative to remember the recent development in the classical
theory of nonlinear Hamilton system(34; 51–53).
The chaos phenomenon is often used to describe the motions of the system’s trajectories
which are sensitive to the slightest changes of the initial condition. The motion known as
chaotic occupies a certain area (called stochastic sea) in the phase space. In idea chaos,
the stochastic sea is occupied in uniform manner. This is, however, not the case in real
systems. The phase space has exceedingly rich structure where the chaotic and regular
motions co-exist and there are many islands which a chaotic trajectory can not penetrate
(as stated in KAM Theorem). Many important properties of chaotic dynamics, such as the
order-to-chaos transition dynamics, are determined by the properties of the motion near the
boundary of islands.
Thanks to H. Poincaré and his successors, we know how important it is to understand why
there appears an exceedingly rich structure in the phase space and how the order-to-chaos
transition occurs, rather than to understand individual trajectory under a specific initial
condition. A set of closed orbits having the same property (characterized by a set of local
constants of motion) forms a torus structure around a certain stable fixed point in the phase
space, and is separated from the other types of closed orbits (characterized by another set of
local constants of motion) through separatrices. Depending on the strength of the nonlinear
interaction or on the energy of the system, there appear many kinds of new periodic orbits
characterized by respective local constants of motion along the known periodic orbits, which
are called bifurcation phenomena.
When different separatrices start to overlap in a small region of the phase space, there appears
a local chaotic sea. In this overlap region where two kinds of periodic orbits characterized
by different sets of constants of motion start to coexist, it might become difficult to realize
a well-developed closed orbit characterized by a single set of local constants of motion any
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Fig. 1. Poincaré section map of SU(3) Hamiltonian on (q1, p1) plane for a case with E = 40
and Vi = −0.01

more. This overlap criterion on an appearance of the chaotic sea has been considered to be a
microscopic origin of the order-to-chaos transition dynamics.
A classical example of the order-to-chaos transition for the SU(3) classical Hamiltonian system
(66) is shown in Figs. 1 to 4 for the cases with Vi =-0.01, -0.03, -0.045 and -0.07, respectively. In
the cases with Vi =-0.01 and -0.03, i.e., the smaller interaction strength or weaker nonlinearity,
the whole phase space is covered by the regular motions, forming many islands structure.
When the nonlinearity of interaction goes to stronger, there appears chaotic sea in a region
where the crossing point of the separatrics (Fig. 3), i.e., the unstable fixed point is expected in
Fig. 2. Moreover, there appear many secondary islands around the primary island structure,
which has already existed in Fig. 2. A chaotic trajectory can not penetrate the island and a
regular trajectory from an island is not be able to escape from it. Around some secondary
island, one may find some tertiary island structure, and so forth, as shown in Fig. 5. This
repeated complex structure is called fractal phenomena. The fractal structure of phase space
is a remarkable property of Hamiltonian chaos and a typical feature of the phase space in
real systems. For a classical Hamiltonian system, the distribution of the Poincaré recurrence
is time- and space-fractal, which plays a crucial role in an understanding of the general
properties of chaotic dynamics and the foundation of statistical physics.
The general theory of the nonlinear dynamics has been developed for aiming to understand
these complex structure by studying why there appear many stable and unstable fixed points,
and how to get an information on their constants of motion. And also the theory of nonlinear
chaotic dynamics plays an important role in understanding the foundation of statistical
physics.
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Fig. 2. Poincaré section map of SU(3) Hamiltonian on (q1, p1) plane for a case with E = 40
and Vi = −0.03

1.4 The self-consistent collective coordinate (SCC) method & the optimum coordinate

system

As discussed in Sect. 1.2, for finite system, an important problem is to explore how to divide
the total system into the relevant and irrelevant degrees of freedom in a way consistent
with the underlying microscopic dynamics for aiming to properly characterize the collective
motion. In a case of the Hamiltonian system, a division may be performed by applying
the self-consistent collective coordinate (SCC) method(60). In the following, for the sake of
self-containedness, the SCC method is briefly reformulated within the classical Hamiltonian
system. The detailed description can be found in Ref. (60) and a review article (50).
The SCC method was proposed within the usual symplectic manifold, which intends to
define the maximally-decoupled coordinate system where the minimum number of coordinates is
required in describing the trajectory under discussion. In such a finite system as the nucleus,
it is not obvious how to introduce the relevant (collective or distinguished) coordinates which
are used in describing macroscopic properties of the system. This problem is also very
important to explore why and how the statistical aspect could appear in the finite nuclear
system, and whether or not the irrelevant system could be expressed by some statistical object,
because there is no obvious reason to divide the nuclear system into two, unlike a case with
the Brownian particle plus molecular system.
The basic idea of the SCC method rests on the following point: The nonlinear canonical
transformation between the original coordinate system and a new coordinate one is defined
in such a way that the anharmonic effects causing the microscopic structure change of the
relevant coordinates are incorporated into the latter coordinate system as much as possible,
and the coupling between the relevant and irrelevant subsystems is optimally minimized.
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Fig. 3. Poincaré section map of SU(3) Hamiltonian on (q1, p1) plane for a case with E = 40
and Vi = −0.045

Trajectories in a 2K dimensional symplectic manifold expressed by

M2K :
{

C∗
j , Cj; j = 1, · · · ,K

}

(3)

are organized by the canonical equations of motion given as

iĊj =
∂H

∂C∗
j

, iĊ∗
j = − ∂H

∂Cj
, j = 1, · · · ,K, (4)

where H denotes the Hamiltonian of the system. Let us consider one of the trajectories
which are obtained by solving Eq. (4) under a set of specific initial conditions. In describing
a given trajectory, it does not matter what coordinate system one may use provided one
employs the whole degrees of freedom without any truncation. An arbitrary representation
used in describing the canonical equations of motion in Eq. (4) will be called the initial
representation (IR). Out of many coordinate systems which are equivalent with each other
and are related through the canonical transformations with one another, however, one may
select a maximally-decoupled coordinate system where the minimum number of coordinates is
required in describing a given trajectory. What one has to do is to extract a small dimensional
submanifold denoted as M2L(L < K) on which the given trajectory is confined. The
representation characterizing the maximally-decoupled coordinate system will be called the
dynamical representation (DR). Let us introduce a set of canonical variables in the DR. A set
of coordinates {η∗

a , ηa; a = 1, · · · , L} are called the relevant degrees of freedom and are used
in describing the given trajectory, whereas {ξ∗α, ξα; α = L + 1, · · · ,K} are called the irrelevant
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Fig. 4. Poincaré section map of SU(3) Hamiltonian on (q1, p1) plane for a case with E = 40
and Vi = −0.07
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degrees of freedom, and this new coordinate system provides us with another chart expressed
as I2K.
In order to find the DR, one has to know the canonical transformation between IR and DR,

M2K :
{

C∗
j ,Cj

}

⇔ I2K : {η∗
a , ηa; ξ∗α, ξα} . (5)

Ensuring Eq. (5) to be a canonical transformation, there should hold the following canonical
variable condition given by

∑
j

{

Cj

∂C∗
j

∂η∗
a
− C∗

j

∂Cj

∂η∗
a

}

= ηa + i
∂S

∂η∗
a

, (6a)

∑
j

{

Cj

∂C∗
j

∂ξ∗α
− C∗

j

∂Cj

∂ξ∗α

}

= ξα + i
∂S

∂ξ∗α
, (6b)

where S is a generating function of the canonical transformation, and is an arbitrary real
function of ηa, η∗

a , ξα and ξ∗α satisfying S∗ = S. From Eq. (6), one may obtain the following
relations

∑
j

{

∂Cj

∂ηb

∂C∗
j

∂η∗
a
−

∂Cj

∂η∗
a

∂C∗
j

∂ηb

}

= δa,b, (7a)

∑
j

{

∂Cj

∂ξβ

∂C∗
j

∂ξ∗α
−

∂Cj

∂ξ∗α

∂C∗
j

∂ξβ

}

= δα,β, (7b)

∑
j

{

∂Cj

∂ξα

∂C∗
j

∂η∗
a
−

∂Cj

∂η∗
a

∂C∗
j

∂ξα

}

= 0, etc. (7c)

Since the transformation in Eq. (5) is canonical, the new variables in the DR also satisfy the
canonical equations of motion given as

iη̇a =
∂H

∂η∗
a

, iη̇∗
a = − ∂H

∂ηa
, iξ̇α =

∂H

∂ξ∗α
, iξ̇∗α = − ∂H

∂ξα
. (8)

Since the trajectory under consideration is supposed to be described by the relevant degrees
of freedom alone, and since the irrelevant degrees of freedom are assumed to describe a
small-amplitude motion around it, one may introduce a Taylor expansion of C∗

j and Cj with

respect to ξ∗α and ξα on the surface of the submanifold M2L as

Cj =
[

Cj

]

+ ∑
α

{

ξα

[

∂Cj

∂ξα

]

+ ξ∗α

[

∂Cj

∂ξ∗α

]}

+ · · · , (9)

where the symbol [g] for an arbitrary function g(η∗
a , ηa; ξ∗α, ξα) denotes a function on the

surface M2L, and is a function of the relevant variables alone,

[g] ≡ g(η∗
a , ηa; ξ∗α = 0, ξα = 0). (10)
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Here, it should be noticed that a set of functions [Cj] and [C∗
j ] provides us with a knowledge

on how the submanifold M2L is embedded in M2K . In other words, a diffeomorphic mapping

I2L → M2L embedded in M2K : {η∗
a , ηa} →

{

[Cj], [C
∗
j ]
}

. (11)

is determined by the set of [Cj] and [C∗
j ] which are functions of the relevant variables η∗

a and

ηa alone.
In the same way, one may have an expansion form as

∂H

∂C∗
j

=

[

∂H

∂C∗
j

]

+ ∑
α

{

ξα

[

∂2H

∂ξα∂C∗
j

]

+ ξ∗α

[

∂2H

∂ξ∗α∂C∗
j

]}

+ · · · , and c.c., (12)

which appears on the r.h.s. in Eq. (4).
Here, one has to notice that there hold the following relations,

∂H

∂ηa
= ∑

j

{

∂Cj

∂ηa

∂H

∂Cj
+

∂C∗
j

∂ηa

∂H

∂C∗
j

}

, (13a)

∂H

∂ξα
= ∑

j

{

∂Cj

∂ξα

∂H

∂Cj
+

∂C∗
j

∂ξα

∂H

∂C∗
j

}

. (13b)

Using Eqs. (9) and (12), one may apply the Taylor expansion to the quantities appearing on
the lhs in Eq. (13). Its lowest order equation is given as

[

∂H

∂ηa

]

= ∑
j

{

[

∂Cj

∂ηa

]

[

∂H

∂Cj

]

+

[

∂C∗
j

∂ηa

] [

∂H

∂C∗
j

]}

, (14a)

[

∂H

∂ξα

]

= ∑
j

{

[

∂Cj

∂ξα

]

[

∂H

∂Cj

]

+

[

∂C∗
j

∂ξα

] [

∂H

∂C∗
j

]}

. (14b)

The basic idea of the SCC method formulated within the TDHF theory rests on the invariance
principle of the Schrödinger equation(63). In the present case of the classical system, it is
expressed as the invariance principle of the canonical equations of motion, which is given by

i
d

dt

[

Cj

]

=

[

∂H

∂C∗
j

]

, i
d

dt

[

C∗
j

]

= −
[

∂H

∂Cj

]

, j = 1, · · · ,K. (15)

Since the time-dependence of [Cj] and [C∗
j ] is supposed to be described by that of ηa and η∗

a ,

Eq. (15) is expressed as

[

∂H

∂C∗
j

]

= i∑
a

⎧

⎨

⎩

η̇a
∂
[

Cj

]

∂ηa
+ η̇∗

a

∂
[

Cj

]

∂η∗
a

⎫

⎬

⎭

, and c.c., j = 1, · · · , K. (16)
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Substituting Eq. (16) into the r.h.s. of Eq. (14), one gets

[

∂H

∂η∗
a

]

= i∑
b

η̇b ∑
j

⎧

⎨

⎩

∂
[

Cj

]

∂ηb

∂
[

C∗
j

]

∂η∗
a

−
∂
[

Cj

]

∂η∗
a

∂
[

C∗
j

]

∂ηb

⎫

⎬

⎭

+ i∑
b

η̇∗
b ∑

j

⎧

⎨

⎩

∂
[

Cj

]

∂η∗
b

∂
[

C∗
j

]

∂η∗
a

−
∂
[

Cj

]

∂η∗
a

∂
[

C∗
j

]

∂η∗
b

⎫

⎬

⎭

, and c.c.. (17)

When there holds the lowest order relation derived from Eq. (6), i.e.,

Condition I ∑
j

⎧

⎨

⎩

[

Cj

] ∂
[

C∗
j

]

∂η∗
a

−
[

C∗
j

] ∂
[

Cj

]

∂η∗
a

⎫

⎬

⎭

= ηa, (18)

called the Canonical Variable Condition, Eq. (17) reduces into

iη̇a =

[

∂H

∂η∗
a

]

, iη̇∗
a = −

[

∂H

∂ηa

]

, (19)

which just corresponds to the lowest order equation of Eq. (8), and is called the Equation of
Collective Motion.

Condition II 0 =

[

∂H

∂C∗
j

]

− ∑
a

⎧

⎨

⎩

∂ [H]

∂η∗
a

∂
[

Cj

]

∂ηa
− ∂ [H]

∂ηa

∂
[

Cj

]

∂η∗
a

⎫

⎬

⎭

, and c.c., (20)

which is called the Maximally-Decoupling Condition.
Conditions I and II constitute a set of basic equations of the SCC method in the classical
Hamilton system. From the Maximally-Decoupling Condition, one can get the following
relation,

[

∂H

∂ξα

]

= 0. (21)

Equation (21) simply states that the new coordinate system {ηa, η∗
a , ξα, ξ∗α} determined by

the SCC method has no first order couplings between the relevant and irrelevant degrees
of freedom. With the aid of the SCC method, one may introduce the maximally-decoupled
coordinate system, where the linear coupling between the relevant and irrelevant degrees of
freedom is eliminated. This result is very important to treat the collective dissipative motion
coupled with the irrelevant system. In a case of the infinite system, one may usually apply the
linear response theory where the relevant system is assumed to be coupled with the irrelevant
one through the linear coupling, and the latter is usually expressed by a thermal reservoir.
As we have discussed in this section, however, one may introduce a concept of “relevant”
degrees of freedom in the finite system after requiring an elimination of the linear coupling
with leaving only the nonlinear couplings.

1.5 The scope of the present work

In order to explore the microscopic dynamics responsible for the macroscopic transport
phenomena, a theory of coupled-master equation has been formulated as a general framework
for deriving the transport equation, and for clarifying its underlying assumptions(23). In order
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to self-consistently and optimally divide the finite system into a pair of weakly coupled systems,
the theory employs the SCC method(60) as mentioned in Sec. 1.4. The self-consistent and
optimal separation in the degrees of freedom enables us to study the dissipation mechanisms
of large-amplitude relevant motion and nonlinear dynamics between the relevant and
irrelevant modes of motion. An important point of using the SCC method(60) for dynamically
dividing the total system into two subsystems is a form of the resultant coupling between
them, where a linear coupling is eliminated by the maximal decoupling condition imposed by
the method.
In this chapter, with the microscopic Hamiltonian, we will discuss how to derive the
transport equation from the general theory of coupled-master equation and how to realize
the dissipation phenomena in the finite system on the basis of the microscopic dynamics,
what kinds of necessary conditions there are in realizing the dissipative process, what
kinds of dynamical relations there are between the micro-level and phenomenological-level
descriptions, without introducing the any statistical anastz.
It will be clarified(30) that the macroscopic transport equation is obtained from the fully
microscopic master equation under the following microscopic conditions: (I) The effects
coming from the irrelevant subsystem on the relevant one are taken into account and
mainly expressed by an average effect over the irrelevant distribution function. Namely,
the fluctuation effects are considered to be sufficiently small and are able to be treated as
a perturbation around the path generated by the average Hamiltonian. (II) The irrelevant
distribution function has already reached its time-independent stationary state before the
main microscopic dynamics responsible for the damping of the relevant motion dominates.
As discussed in Sec. 3.1.2, this situation was turned out to be well realized even in the two
degrees of freedom system. (III) The time scale of the motion for the irrelevant subsystem is
much shorter than that for the relevant one.
The numerical simulations are carried out for a microscopic system composed of the relevant
one-degree of freedom system coupled to the irrelevant two-degree of freedom system
(described by a classical SU(3) Hamiltonian) through a weak coupling interaction. The
novelties of our approach are: (I) the total system is dynamically and optimally divided
into the relevant and irrelevant degrees of freedom in a way consistent with the underlying
microscopic dynamics for aiming to properly characterize the collective motion; (II) the
macroscopic irreversibility is dynamically realized for a finite system rather than introducing
any statistical anastz as for infinite system with extremely large number of degrees of freedom.
The transport phenomenon will been established numerically(30). It will be also clarified
that for the case with a small number degrees of freedom (say, two), the microscopic
dephasing mechanism, which is caused by the chaoticity of irrelevant system, is responsible
for the energy transfer from the collective system to the environment. Although our
numerical simulation by employing the Langevin equation was able to reproduce the
macro-level transport phenomenon, it was also clarified that there are substantial differences
in the micro-level mechanism between the fully microscopic description and the Langevin
description, and in order to reproduce the same results the parameters used in the Langevin
equation do not satisfy the fluctuation-dissipation theorem.
Therefore various questions related to the transport phenomenon realized in the finite
system on how to understand the differences between the above-mentioned two descriptions,
what kinds of other microscopic mechanisms are there besides the dephasing, and when
the fluctuation-dissipation theorem comes true etc. are still remained. In the conventional
approaches like the Fokker-Planck or Langevin type equations, the irrelevant subsystem is
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always assumed to have a large (even in�nite) number of degrees of freedom and is placed
in a canonically equilibrated state. It is then quite natural to ask whether these problems are
caused by a limited number (only two) of degrees of freedom in the irrelevant subsystem
considered in our previous work. In order to fill the gap between two and infinite degrees of
freedom for the irrelevant subsystem, it is extremely important to study how the microscopic
dynamics depends on the number of the degrees of freedom in the irrelevant subsystem.
In this chapter, we will further use a β-Fermi-Pasta-Ulam (β-FPU) system representing
the irrelevant system, which allows us to change the number of degrees of freedom very
conveniently and meanwhile retain the chaoticity of the dynamics of β-FPU system with the
same specific dynamical condition. It will be shown that although the dephasing mechanism
is the main mechanism for a case with a small number of degrees of freedom (say, two),
the diffusion mechanism will start to play a role as the number of degrees of freedom
becomes large (say, eight or more), and, in general, the energy transport process occurs by
passing through three distinct stages, such as the dephasing, the statistical relaxation, and
the equilibrium regimes. By examining a time evolution of a non-extensive entropy(84), an
existence of three regimes will be clearly exhibited.
Exploiting an analytical relation, it will be shown that the energy transport process
is described by the generalized Fokker-Planck and Langevin type equation, and a
phenomenological fluctuation-dissipation relation is satisfied in a case with relatively large
degrees of freedom system. It will be clarified that the irrelevant subsystem with finite
number of degrees of freedom can be treated as a heat bath with a finite correlation
time, and the statistical relaxation turns out to be an anomalous diffusion, and both the
microscopic approach and the conventional phenomenological approach may reach the same
level description for the transport phenomena only when the number of irrelevant degrees of
freedom becomes very large.
It should be mentioned that a necessity of using a non-extensive entropy for characterizing
the damping phenomenon in the finite system is very interesting in connecting the
microscopic dynamics and the statistical mechanics, because the non-extensive entropy(83; 84)
might characterize the non-statistical evolution process more properly than the physical
Boltzmann-Gibbs entropy. This might suggest us that the damping mechanism in the finite
system is a non-statistical process, where the usual fluctuation-dissipation theorem is not
applicable.
We will be able to reach all these goals only within a microscopic classical dynamics of a
finite system. The outline of this chapter is as follows. In Sec. 1, we have briefly introduced
some background knowledge and motivations of this study. This section is written in a very
compact way because I want to pay my most attention on introducing our new progresses
what the readers really want to know. The detailed information can be easily found in
references. In Sec. 2, we briefly recapitulate the theory of coupled-master equation(23) for the
sake of self-containedness. Starting from the most general coupled-master equation, we try
to derive the Fokker-Planck and Langevin type equation, by clarifying necessary underlying
conditions. Aiming to realize such a physical situation where these conditions are satisfied,
in Sec. 3.1, various numerical simulations will be performed for a system where a relevant
(collective) harmonic oscillator is coupled with the irrelevant (intrinsic) SU(3) model. After
numerically realizing a macro-level transport phenomena, we will try to reproduce it by
using a phenomenological Langevin equation, whose potential is derived microscopically. In
Sec. 3.2, special emphasis will be put on the effects depending on the number of irrelevant
degrees of freedom with a microscopic Hamiltonian where irrelevant system is described by
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a β-Fermi-Pasta-Ulam (β-FPU) system. We will discuss the behavior of the energy transfer
process, energy equipartition problem and their dependence on the number of degrees of
freedom. The time evolution of entropy by using the nonextensive thermo-dynamics and
microscopic dynamics of non-equilibrium transport process will be examined in Sec. 4. In
Sec. 5, we will further explore our results in an analytical way with deriving a generalized
Fokker-Planck equation and a phenomenological Fluctuation-Dissipation relation, and will
discuss the underlying physics. By using the β-FPU model Hamiltonian, we will further
explore how different transport phenomena will appear when the two systems are coupled
with linear or nonlinear interactions in Sec. 6. The last section is devoted for summary and
discussions.

2. Theory of coupled-master equations and transport equation of collective

motion

As repeatedly mentioned in Sec. 1, when one intends to understand a dynamics of evolution
of a finite Hamiltonian system which connects the macro-level dynamics with the micro-level
dynamics, one has to start with how to divide the total system into the weakly coupled
relevant (collective or macro η, η∗) and irrelevant (intrinsic or micro ξ, ξ∗) systems. As an
example, the nucleus provides us with a very nice benchmark field because it shows a
coexistence of “macroscopic” and “microscopic” effects in association with various “phase
transitions”, and a mutual relation between “classical” and “quantum” effects related with
the macro-level and micro-level variables, respectively. At certain energy region, the nucleus
exhibits some statistical aspects which are associated with dissipation phenomena well
described by the phenomenological transport equation.

2.1 Nuclear coupled master equation

Exploring the microscopic theory of nuclear large-amplitude collective dissipative motion,
whose characteristic energy per nucleon is much smaller than the Fermi energy, one may start
with the time-dependent Hartree-Fock (TDHF) theory. Since the basic equation of the TDHF
theory is known to be formally equivalent to the classical canonical equations of motion (64),
the use of the TDHF theory enables us to investigate the basic ingredients of the nonlinear
nuclear dynamics in terms of the TDHF trajectories. The TDHF equation is expressed as :

δ〈Φ(t)|(i ∂

∂t
− Ĥ)|Φ(t)〉 = 0, (22)

where |Φ(t)〉 is the general time-dependent single Slater determinant given by

|Φ(t)〉 = exp
{

iF̂
}

|Φ0 > eiE0t, iF̂ = ∑
μi

{ fμi(t)â†
μb̂

†
i − f ∗μi(t)b̂i âμ}, (23)

where |Φ0〉 denotes a HF stationary state, and â†
μ(μ = 1, 2, ...,m) and b̂†

i (i = 1, 2, ...,n) mean

the particle- and hole-creation operators with respect to |Φ0〉. The HF Hamiltonian H and the
HF energy E0 are defined as

H = 〈Φ(t)|Ĥ|Φ(t)〉 − E0, E0 = 〈Φ0|Ĥ|Φ0〉. (24)

With the aid of the self-consistent collective coordinate (SCC) method (60), the whole system
can be optimally divided into the relevant (collective) and irrelevant (intrinsic) degrees
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of freedom by introducing an optimal canonical coordinate system called the dynamical
canonical coordinate (DCC) system for a given trajectory. That is, the total closed system η

⊕

ξ
is dynamically divided into two subsystems η and ξ, whose optimal coordinate systems are
expressed as ηa, η∗

a : a = 1, · · · and ξα, ξ∗α : α = 1, · · · , respectively. The resulting Hamiltonian
in the DCC system is expressed as:

H = Hη + Hξ + Hcoupl, (25)

where Hη depends on the relevant, Hξ on the irrelevant, and Hcoupl on both the relevant
and irrelevant variables. The TDHF equation (22) can then be formally expressed as a set of
canonical equations of motion in the classical mechanics in the TDHF phase space (symplectic
manifold), as

iη̇a =
∂H

∂η∗
a

, iη̇∗
a = − ∂H

∂ηa
, iξ̇α =

∂H

∂ξ∗α
, iξ̇∗α = − ∂H

∂ξα
(26)

Here, it is worthwhile mentioning that the SCC method defines the DCC system so as to
eliminate the linear coupling between the relevant and irrelevant subsystems, i.e., the maximal
decoupling condition(23) given by Eq. (20),

∂Hcoupl

∂η

∣

∣

∣

∣

ξ=ξ∗=0

= 0, (27)

is satisfied. This separation in the degrees of freedom will turn out to be very important for
exploring the energy dissipation process and nonlinear dynamics between the collective and
intrinsic modes of motion.
The transport, dissipative and damping phenomena appearing in the nuclear system may
involve a dynamics described by the wave packet rather than that by the eigenstate. Within
the mean-field approximation, these phenomena may be expressed by the collective behavior
of the ensemble of TDHF trajectories, rather than the single trajectory. A difference between
the dynamics described by the single trajectory and by the bundle of trajectories might
be related to the controversy on the effects of one-body and two-body dissipations(28; 40;
41; 65; 66), because a single trajectory of the Hamilton system will never produce any
energy dissipation. Since an effect of the collision term is regarded to generate many-Slater
determinants out of the single-Slater determinant, an introduction of the bundle of trajectories
is considered to create a very similar situation which is produced by the two-body collision
term.
In the classical theory of dynamical system, the order-to-chaos transition is usually regarded
as the microscopic origin of an appearance of the statistical state in the finite system. Since
one may express the heat bath by means of the infinite number of integrable systems like the
harmonic oscillators whose frequencies have the Debye distribution, it may not be a relevant
question whether the chaos plays a decisive role for the dissipation mechanism and for the
microscopic generation of the statistical state in a case of the infinite system. In the finite
system where the large number limit is not secured, the order-to-chaos is expected to play a
decisive role in generating some statistical behavior.
To deal with the ensemble of TDHF trajectories, we start with the Liouville equation for the
distribution function:
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ρ̇(t) = −iLρ(t), L∗ ≡ i{H, ∗}PB, (28)

ρ(t) = ρ(η(t), η(t)∗, ξ(t), ξ(t)∗),

which is equivalent to TDHF equation (22). Here the symbol {}PB denotes the Poisson bracket.
Since we are interested in the time evolution of the bundle of TDHF trajectories, whose bulk
properties ought to be expressed by the relevant variables alone, we introduce the reduced
distribution functions as

ρη(t) = Trξ ρ(t), ρξ (t) = Trηρ(t). (29)

Here, the total distribution function ρ(t) is normalized so as to satisfy the relation

Trρ(t) = 1, (30)

where

Tr ≡ TrηTrξ , (31)

Trη ≡ ∏
a

∫ ∫

dηadη∗
a , Trξ ≡ ∏

α

∫ ∫

dξαdξ∗α. (32)

With the aid of the reduced distribution functions ρη(t) and ρξ (t), one may decompose the
Hamiltonian in Eq. (25) into the form

H = Hη + Hξ + Hcoupl (33a)

= Hη + Hη(t) + Hξ + Hξ(t) + H∆(t) − E0(t), (33b)

Hη(t) ≡ TrξHcouplρξ(t), (33c)

Hξ(t) ≡ TrηHcouplρη(t), (33d)

Haver(t) ≡ Hη(t) + Hξ(t), (33e)

E0(t) ≡ TrHcouplρ(t), (33f)

H∆(t) ≡ Hcoupl − Haver(t) + E0(t). (33g)

The corresponding Liouvillians are defined as

Lη∗ ≡ i{Hη , ∗}PB (34a)

Lη(t)∗ ≡ i{Hη(t), ∗}PB (34b)

Lξ∗ ≡ i{Hξ , ∗}PB (34c)

Lξ(t)∗ ≡ i{Hξ(t), ∗}PB (34d)

Lcoupl∗ ≡ i{Hcoupl, ∗}PB (34e)

L∆(t)∗ ≡ i{H∆(t), ∗}PB (34f)
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Through above optimal division of the total system into the relevant and irrelevant degrees of
freedom, one can treat the two subsystems in a very parallel way. Since one intends to explore
how the statistical nature appears as a result of the microscopic dynamics, one should not
introduce any statistical ansatz for the irrelevant distribution function ρξ by hand, but should
properly take account of its time evolution. By exploiting the time-dependent projection
operator method (67), one may decompose the distribution function into a separable part and
a correlated one as

ρ(t) = ρs(t) + ρc(t),

ρs(t) ≡ P(t)ρ(t) = ρη(t)ρξ(t), (35)

ρc(t) ≡ (1 − P(t))ρ(t),

where P(t) is the time-dependent projection operator defined by

P(t) ≡ ρη(t)Trη + ρξ(t)Trξ − ρη(t)ρξ(t)TrηTrξ . (36)

From the Liouville equation (28), one gets

ρ̇s(t) = −iP(t)Lρs(t) − iP(t)Lρc(t), (37a)

ρ̇c(t) = −i
(

1 − P(t)
)

Lρs(t) − i
(

1 − P(t)
)

Lρc(t). (37b)

By introducing the propagator

g(t, t′) ≡ Texp

⎧

⎨

⎩

−i

t
∫

t′

[

1 − P(τ)

]

Ldτ

⎫

⎬

⎭

, (38)

where T denotes the time ordering operator, one obtains the master equation for ρs(t) as

ρ̇s(t) = −iP(t)Lρs(t) − iP(t)Lg(t, tI)ρc(tI)

−
t
∫

tI

dt′P(t)Lg(t, t′){1 − P(t′)}Lρs(t
′), (39)

where tI stands for an initial time. In the conventional case, one usually takes an initial
condition

ρc(tI) = 0, i.e., ρ(tI) = ρη(tI) · ρξ (tI). (40)

That is, there are no correlation at the initial time. According to this assumption, one may
eliminate the second term on the rhs of Eq. (39). In our present general case, however, we
have to retain this term, which allows us to evaluate the memory effects by starting from
various time tI .
With the aid of some properties of the projection operator P(t) defined in Eq. (36) and the
relations

TrηLη = 0, TrξLξ = 0, TrηLη(t) = 0, TrξLξ(t) = 0,
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Lη∗ ≡ i
{

Hη , ∗
}

PB
, Lη(t)∗ ≡ i

{

Hη(t), ∗
}

PB
, (41)

Lξ∗ ≡ i
{

Hξ , ∗
}

PB
, Lξ(t)∗ ≡ i

{

Hξ (t), ∗
}

PB
,

as is easily proved, the Liouvillian L appearing inside the time integration in Eq. (39) is
replaced by Lcoupl defined by Lcoupl∗ = {Hcoupl, ∗}PB and Eq. (39) is reduced to

ρ̇s(t) = −iP(t)Lρs(t) − iP(t)Lg(t, tI)ρc(tI)

−
t
∫

tI

dt′P(t)L∆(t)g(t, t′){1 − P(t′)}L∆(t′)ρs(t
′), (42)

Expressing ρs(t) and P(t) in terms of ρη(t) and ρξ (t), and operating Trη and Trξ on Eq. (39),
one obtains a coupled master equation

ρ̇η(t) = −i[Lη + Lη(t)]ρη(t)− iTrξ [Lη + Lcoupl]g(t, tI)ρc(tI)

−
t
∫

tI

dτTrξL∆(t)g(t, τ)L∆(τ)ρη(τ)ρξ(τ), (43a)

ρ̇ξ(t) = −i[Lξ + Lξ(t)]ρξ(t)− iTrη [Lξ + Lcoupl]g(t, tI)ρc(tI)

−
t
∫

tI

dτTrηL∆(t)g(t, τ)L∆(τ)ρη(τ)ρξ(τ), (43b)

where L∆(t)∗ ≡ {H∆(t), ∗}PB. The first (instantaneous) term describes the reversible motion
of the relevant and irrelevant systems while the second and third terms bring on irreversibility.
The coupled master equation (43) is still equivalent to the original Liouville equation (28)
and can describe a variety of dynamics of the bundle of trajectories. In comparison with
the usual time-independent projection operator method of Nakajima-Zwanzig (68) (69)
where the irrelevant distribution function ρξ is assumed to be a stationary heat bath, the
present coupled-master equation (43) is rich enough to study the microscopic origin of the
large-amplitude dissipative motion.

2.2 Dynamical response and correlation functions

As was discussed in Sec. 3.1.2 and Ref.(22), a bundle of trajectories even in the two degrees
of freedom system may reach a statistical object. In this case, it is reasonable to assume that
the effects on the relevant system coming from the irrelevant one are mainly expressed by
an averaged effect over the irrelevant distribution function (Assumption). Namely, the effects
due to the fluctuation part H∆(t) are assumed to be much smaller than those coming from
Haver(t). Under this assumption, one may introduce the mean-�eld propagator

gm f (t, t
′) = Texp

⎧

⎨

⎩

−i

t
∫

t′

[

1 − P(τ)
]

Lm f (τ)dτ

⎫

⎬

⎭

, (44a)

Lm f (t) = Lm f
η (t) + Lm f

ξ (t), (44b)
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Lm f
η (t) ≡ Lη + Lη(t), (44c)

Lm f
ξ (t) ≡ Lξ + Lξ(t), (44d)

which describes the major time evolution of the system, while the fluctuation part is regarded
as a perturbation. By further introducing the following propagators given by

Gm f (t, t
′) ≡ Texp

⎧

⎨

⎩

−i

t
∫

t′

Lm f (τ)dτ

⎫

⎬

⎭

= Gη(t, t′)Gξ (t, t
′), (44a)

Gη(t, t′) ≡ Texp

⎧

⎨

⎩

−i

t
∫

t′

Lm f
η (τ)dτ

⎫

⎬

⎭

, (44b)

Gξ(t, t
′) ≡ Texp

⎧

⎨

⎩

−i

t
∫

t′

Lm f
ξ (τ)dτ

⎫

⎬

⎭

, (44c)

one may prove that there holds a relation

gm f (t, τ)L∆(τ)ρη(τ)ρξ(τ) = Gm f (t, τ)L∆(τ)ρη(τ)ρξ(τ). (45)

The coupling interaction is generally expressed as

Hcoupl(η, ξ) = ∑
l

Al(η)Bl(ξ). (46)

For simplicity, we hereafter discard the summation l in the coupling. By introducing the
generalized two-time correlation and response functions, which have been called dynamical
correlation and response functions in Ref. (21), through

φ(t, τ) ≡ TrξGξ(τ, t)B · (B− < B >t)ρξ (τ), (47)

χ(t, τ) ≡ Trξ

{

Gξ(τ, t)B, B
}

PB
ρξ (τ), (48)

with < B >t≡ TrξBρξ (t), the master equation in Eq.(43) for the relevant degree of freedom is
expressed as

ρ̇η(t) = −i[Lη + Lη(t)]ρη(t) − iTrξ [Lη + Lcoupl]g(t, tI)ρc(tI)

+

t−tI
∫

0

dτχ(t, t− τ)
{

A, Gη(t, t− τ)(A− < A >t−τ)ρη(t− τ)
}

PB

+

t−tI
∫

0

dτφ(t, t− τ)
{

A, Gη(t, t− τ)
{

A, ρη(t− τ)
}

PB

}

PB
, (49)

with < A >t≡ TrηAρη(t). Here, it should be noted that the whole system is developed exactly
up to tI . In order to make Eq.(49) applicable, tI should be taken to be very close to a time
when the irrelevant system approaches very near to its stationary state (, i.e., the irrelevant
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system is very near to the statistical state where one may safely make the assumption to be
stated in next subsection). In order to analyze what happens in the microscopic system which
is situated far from its stationary states, one has to study χ(tI , tI − τ) and φ(tI , tI − τ) by
changing tI . Since both χ(tI , tI − τ) and φ(tI , tI − τ) are strongly dependent on tI , it is not
easy to explore the dynamical evolution of the system far from the stationary state. So as to
make Eq.(49) applicable, we will exploit the further assumptions.

2.3 Macroscopic transport equation

In this subsection, we discuss how the macroscopic transport equation is obtained from the
fully microscopic master equation (49) by clearly itemizing necessary microscopic conditions.

Condition I Suppose the relevant distribution function ρη(t − τ) inside the time

integration in Eq. (49) evolves through the mean-field Hamiltonian Hη + Hη(t)1. Namely,
ρη(t− τ) inside the integration is assumed to be expressed as ρη(t) = Gη(t, t− τ)ρη(t− τ),
so that Eq.(49) is reduced to

ρ̇η(t) = −i[Lη + Lη(t)]ρη(t)− iTrξ [Lη + Lcoupl]g(t, tI)ρc(tI)

+

t−tI
∫

0

dτχ(t, t− τ)
{

A, Gη(t, t− τ)(A− < A >t−τ) · ρη(t)
}

PB

+

t−tI
∫

0

dτφ(t, t− τ)
{

A,
{

Gη(t, t− τ)A, ρη(t)
}

PB

}

PB
. (50)

This condition is equivalent to Assumption discussed in the previous subsection, because
the fluctuation effects are sufficiently small and are able to be treated as a perturbation
around the path generated by the mean-field Hamiltonian Hη + Hη(t), and are sufficient
to be retained in Eq. (50) up to the second order.

Condition II Suppose the irrelevant distribution function ρξ (t) has already reached its
time-independent stationary state ρξ (t0). According to our previous paper(22), this
situation is able to be well realized even in the 2-degrees of freedom system. Under this
assumption, the relevant mean-field Liouvillian Lη + Lη(t) becomes a time independent
object. Under this assumption, a time ordered integration in Gη(t, t′) defined in Eq. (44) is
performed and one may introduce

Gη(t, t− τ) ≈ Gη(τ) ≡ exp
{

−iLm f
η τ

}

, Lm f
η ≡ Lη + Lη(t0), (51)

where t0 denotes a time when the irrelevant system has reached its stationary state.

Condition III Suppose the irrelevant time scale is much shorter than the relevant time
scale. Under this assumption, the response χ(t, t− τ) and correlation functions φ(t, t− τ)
are regarded to be independent of the time t, because t in Eq.(50) is regarded to describe a
very slow time evolution of the relevant motion. By introducing an approximate one-time
response and correlation functions

χ(τ) ≈ χ(t, t− τ), φ(τ) ≈ φ(t, t− τ), (52)

1 The same assumption has been introduced in a case of the linear coupling(27).
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one may get

ρ̇η(t) = −i[Lη + Lη(t)]ρη(t) − iTrξ [Lη + Lcoupl]g(t, tI)ρc(tI)

+

∞
∫

0

dτχ(τ)
{

A, exp
{

−iLm f
η τ

}

(A− < A >t−τ) · ρη(t)
}

PB

+

∞
∫

0

dτφ(τ)
{

A,
{

exp(−iLm f
η τ)A, ρη(t)

}

PB

}

PB
. (53)

This condition is different from the diabatic condition(17; 19), where the ratio between
the characteristic times of the irrelevant degrees of freedom and of the relevant one is
considered arbitrary small. However this condition is only partly satisfied for the most
realistic cases. The dissipation is necessarily connected to some degree of chaoticity of the
overall dynamics of the system(28).

Here it should be noted that such one-time response and correlation functions are still different
from the usual ones introduced in the LRT where the concepts of linear coupling and of heat
bath are adopted. Under the same assumption, the upper limit of the integration t− tI in Eq.
(53) can be extended to the infinity, because the χ(τ) and φ(τ) are assumed to be very fast
damping functions when it is measured in the relevant time scale.
Here, one may introduce the susceptibility ζ(t)

ζ(t) =

t
∫

0

dτχ(τ), ζ(0) = 0. (54)

Defining ζ ≡ ζ(∞), one may further introduce another dynamical function c(t):

ζ(t) = [1 − c(t)]ζ, with c(0) = 1, c(∞) = 0, (55)

which satisfies the following relation

χ(t) =
∂ζ(t)

∂t
= −ζ

∂c(t)

∂t
. (56)

Inserting Eq. (56) into Eq. (53) and integrating by part, one gets

ρ̇η(t) = −i[Lη + Lη(t)]ρη(t)− iTrξ [Lη + Lcoupl]g(t, tI)ρc(tI)

+ζ
{

A, (A− < A >t) · ρη(t)
}

PB

+ζ

∞
∫

0

dτc(τ)

{

A,
d

dτ
(exp(−iLm f

η τ)(A− < A >t)) · ρη(t)

}

PB

+

∞
∫

0

dτφ(τ)
{

A,
{

exp(−iLm f
η τ)A, ρη(t)

}

PB

}

PB
. (57)

This equation is a Fokker-Planck type equation. The first term on the right-hand side of Eq.
(57) represents the contribution from the mean-field part, and the second term a contribution
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from the correlated part of the distribution function at time tI . The last three terms represent
contribution from the dynamical fluctuation effects H∆. The friction as well as fluctuation
terms are supposed to emerge as a result of those three terms. We will discuss the role of each
term with our numerical simulation in the next section.
At the end of this subsection, let us discuss how to obtain the Langevin equation from our
fully microscopic coupled master equation, because it has been regarded as a final goal of
the microscopic or dynamical approaches to justify the phenomenological approaches. For a
sake of simplicity, let us discuss a case where the interaction between relevant and irrelevant
degrees of freedom has the following linear form,

Hcoupl = λQ∑
i

qi, i.e. A =
√

λQ, B =
√

λ ∑
i

qi, (58a)

Q =
1√
2
(η + η∗), P =

i√
2
(η∗ − η), (58b)

qi =
1√
2
(ξi + ξ∗i ), pi =

i√
2
(ξ∗i − ξi). (58c)

Here, we assume that the relevant system consists of one degree of freedom described by
P, Q. Even though we apply the linear coupling form, the generalization for the case with
more general nonlinear coupling is straightforward. In order to evaluate Eq. (57), one has to
calculate

Q(τ) = exp(−iLm f
η τ)Q, (59)

where Q(τ) is a phase space image of Q through the backward evolution. Thus the Poisson
bracket

{

Q(τ), ρη(t)
}

PB
in Eq. (57) is expressed as

{

Q(τ), ρη(t)
}

PB
=

∂Q(τ)

∂Q

∂ρη(t)

∂P
− ∂Q(τ)

∂P

∂ρη(t)

∂Q
. (60)

By introducing the following quantities,

α1(P, Q) ≡ λ

∞
∫

0

dτφ(τ)
∂Q(τ)

∂Q
, (61a)

α2(P, Q) ≡ −λ

∞
∫

0

dτφ(τ)
∂Q(τ)

∂P
, (61b)

β(P, Q) ≡ λζ

∞
∫

0

dτc(τ)
∂Q(τ)

∂τ
, (61c)

Eq. (57) is reduced to

ρ̇η(t) = −iTrξ [Lη + Lcoupl]g(t, tI)ρc(tI)

+

{

−i(Lη + Lη(t)) + λζ(Q− 〈Q〉t)
∂

∂P
(62)

+
∂

∂P
β(P, Q) +

∂

∂P
α1(P, Q)

∂

∂P
+

∂

∂P
α2(P, Q)

∂

∂Q

}

ρη(t)
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As discussed in Ref. (26), Eq. (62) results in the Langevin equation with a form

Q̈ = − 1

m

∂U(Q)

∂x
− γQ̇+ f (t), (63)

by introducing a concept of mechanical temperature.
The above derivation of the Langevin equation is still too formal to be applicable for the
general cases. However it might be naturally expected that the Conditions I, II and III are
met in the actual dynamical processes.

3. Dynamic realization of transport phenomenon in finite system

In order to study the dissipation process microscopically, it is inevitable to treat a system with
more than two degrees of freedom, which is able to be divided into two weakly coupled
subsystems: one is composed of at least two degrees of freedom and is regarded as an
irrelevant system, whereas the rest is considered as a relevant system. The system with two
degrees of freedom is too simple to assign the relevant degree of freedom nor to discuss its
dissipation, because the chaotic or statistical state can be realized by a system with at least two
degrees of freedom.

3.1 The case of the system with three degrees of freedom

3.1.1 Description of the microscopic system

The system considered in our numerical calculation is composed of a collective degree of
freedom coupled to intrinsic degrees of freedom through weak interaction, which simulates a
nuclear system. The collective system describing, e.g., the giant resonance is represented by
the harmonic oscillator given by

Hη(q, p) =
p2

2M
+

1

2
Mω2q2. (64)

and the intrinsic system mimicking the hot nucleus is described by the modified SU(3) model
Hamiltonian (70) given by

Ĥ =
2

∑
i=0

ǫiK̂ii +
1

2

2

∑
i=1

Vi

{

K̂i0K̂i0 + h.c.
}

; K̂ij =
N

∑
m=1

C†
imCjm (65)

where C†
im and Cim represent the fermion creation and annihilation operators. There are three

N-fold degenerate levels with ǫ0 < ǫ1 < ǫ2. In the case with an even N particle system, the
TDHF theory gives a classical Hamiltonian with two degrees of freedom as

Hξ(q1, p1, q2, p2) =
1

2
(ǫ1 − ǫ0)(q

2
1 + p2

1) +
1

2
V1(N − 1)(q2

1 − p2
1)

+
1

2
(ǫ2 − ǫ0)(q

2
2 + p2

2) +
1

2
V2(N− 1)(q2

2 − p2
2) (66)

−N− 1

4N
V1(q

4
1 − p4

1) −
N− 1

4N
V2(q

4
2 − p4

2)

+
N− 1

4N

[

−V1(q
2
1 − p2

1)(q
2
2 + p2

2) −V2(q
2
1 + p2

1)(q
2
2 − p2

2)
]

.
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In our numerical calculation, the used parameters are M=18.75, ω2=0.0064, ǫ0=0, ǫ1=1, ǫ2=2,
N=30 and Vi=-0.07. In this case, the collective time scale τcol characterized by the harmonic
oscillator in Eq. (64) and the intrinsic time scale τin characterized by the harmonic part of the
intrinsic Hamiltonian in Eq.(66) satisfies a relation τcol ∼ 10τin.
For the coupling interaction, we use the following nonlinear interaction given by

Hcoupl = λ(q− q0)
2

2

∑
i=1

{

q2
i + p2

i

}

. (67)

A physical meaning of introducing a quantity q0 in Eq. (67) will be discussed at the end of this
subsection as well as the next subsection.
In performing the numerical simulation, the time evolution of the distribution function ρ(t) is
evaluated by using the pseudo-particle method as:

ρ(t) =
1

Np

Np

∑
n=1

2

∏
i=1

δ(qi − qi,n(t))δ(pi − pi,n(t)) · δ(q− qn(t))δ(p− pn(t)), (68)

where Np means the total number of pseudo-particles. The distribution function in Eq. (68)
defines an ensemble of the system, each member of which is composed of a collective degree
of freedom coupled to a single intrinsic trajectory. The collective coordinates qn(t) and pn(t),
and the intrinsic coordinates qi,n(t) and pi,n(t) determine a phase space point of the n-th
pseudo-particle at time t, whose time dependence is described by the canonical equations
of motion given by

q̇ =
∂H

∂p
, ṗ = − ∂H

∂q
, (69a)

q̇i =
∂H

∂pi
, ṗi = − ∂H

∂qi
, {i = 1, 2} (69b)

H ≡ Hη(q, p) + Hξ(q1, p1, q2, p2) + Hcoupl (69c)

We use the fourth order simplectic Runge-Kutta method(75; 76) for integrating the canonical
equations of motion and Np is chosen to be 10,000. The initial condition for the intrinsic
distribution function is given by a uniform distribution in a tiny region of the stochastic sea
as stated in Ref. (22). That for the collective distribution function is given by the δ function
centered at q(0) = 0 and p(0), p(0) being defined by a given collective energy Eη together
with q(0) = 0. The distribution function in Eq. (68) defines an ensemble of the system, each
member of which is composed of a collective degree of freedom coupled to a single intrinsic
trajectory.
In our numerical simulation, the coupling interaction is not activated at an initial stage. In the
beginning, the coupling between the collective and intrinsic systems is switch off, and they
evolve independently. Namely, the collective system evolves regularly, whereas, as discussed
in the subsection 3.1.2, the intrinsic system tends to reach its time-independent stationary state
(chaotic object). After the statistical state has been realized in the intrinsic system, the coupling
interaction is activated. A quantity q0 in Eq.(67) denotes a value of the collective trajectory q
at the switch on time. A purpose of introducing q0 is to insert the coupling adiabatically, and
to conserve the total energy before and after the switch on time. (Hereafter, τsw denotes the

74 Chaotic Systems

www.intechopen.com



moment when the interaction is switch on, and in our numerical calculation τsw is set to be
τsw = 12τcol).
Here it is worthwhile to discuss why we let the two systems evolve independently at the
initial stage. As is well known, the ergodic and irreversible property of the intrinsic system
is assumed in the conventional approach, and the intrinsic system for the in�nite system
is usually represented by the time independent canonical ensemble. In the �nite system,
however, one has to explore whether or not the intrinsic system tends to reach such a state
that is effectively replaced by a statistical object, how it evolves after the coupling interaction
is switch on, and what its final state looks like.
As is discussed at the end of the subsection 2.2, it is not easy to apply Eq. (49) for analyzing
what happens in the dynamical microscopic system which is in the general situation. Our
present primarily aim is to microscopically generate such a transport phenomenon that might
be understood in terms of the Langevin equation. Namely, we have to construct such a
microscopic situation that seems to satisfy the Condition I, II and III discussed in subsection
2.3. In this context, we firstly let the intrinsic system reach a chaotic situation in a dynamical
way, till the ergodic and irreversible property are well realized dynamically. In the next
subsection, it will be shown that above microscopic situation is indeed realized dynamically
for the intrinsic system (66).

3.1.2 Dynamic realization of statistical state in finite system

It is not a trivial discussion how to dynamically characterize the statistical state in the
finite system. Even though the Hamilton system shows chaotic situation and the Lyapunov
exponent has a positive value everywhere in the phase space, there still remain a lot of
questions, such as, whether or not one may substantiate statistical state in the way dynamical
chaos is structured in real Hamiltonian system, how the real macroscopic motion looks like in
such system, whether or not there are some difficulties of using the properties of dynamical
chaos as a source of randomness, whether or not there is difference between real Hamiltonian
chaos and a conventional understanding of the laws of statistical physics and whether or
not the system dynamically reaches some statistical object. It is certainly interesting question
especially for the nuclear physics to explore the relation between the dynamical definition
of the statistical state and the static definition of it. The former definition will be discussed
in the following, whereas the latter definition is usually given by employing a concept of
“temperature” like

ρ = e−βH , β =
1

kT
. (70)

Even in the nuclear system, there are many phenomena well explained by using the concept
of temperature. To make the discussion simple, we treat the Hamilton system given in Eq.
(66). In Fig. 4, the Poincaré section for the case with N = 30, ǫ0 = 0, ǫ1 = 1, ǫ2 = 2,
V1 = V2 = −0.07 and E = 40 is illustrated. From this figure, one may see that the phase
space is dominated by a chaotic sea, with some remnants of KAM torus(71). The toughness of
the torus structure is a quite general property in the Hamilton system. Since the KAM torus
means an existence of a very sticky motion which travels around the torus for a quite long
time, one might expect a very long correlation time which would prevent us from introducing
some statistical objects.
As is well known, the nearest-neighbor level-spacing statistics of the quantum system is
well described by the GOE, when the phase space of its classical correspondent is covered
by a chaotic sea(39). Here it should be remembered that the GOE is derived under the
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assumption that the matrix elements of Hamiltonian should be representation independent(72).
This assumption would be considered to be a statistical ansatz introduced for the quantum
system. Let us consider the classical analogue of the quantum concept of representation
independence. We repeatedly point out an importance of the choice of coordinate system,
because it has shown to be very useful in exploring how simply the trajectory under discussion
is described, how to obtain its approximate constants of motion, how optimally the total
system is divided into the relevant and irrelevant subsystems for a given trajectory and how
analytically one may understand an exceedingly rich structure of the phase space. In a case of
the chaotic situation where no constants of motion exist except for the total energy, however,
there should be no dynamical reason to select some specific coordinate system. In other
words, the classical statistical state is expected to be characterized by the coordinate system
independence.
The coordinate system {q1, p1, q2, p2} used in describing the Hamilton system in Eq. (66)
just corresponds to the maximal-decoupled coordinate system, because it satisfies the
maximum-decoupling condition (27). The coordinate system {q1, p1, q2, p2} is identified to be
the optimum coordinate system, when an amplitude of the trajectory is sufficiently small and
the harmonic term in Eq. (66) is dominated. When the amplitude becomes large, there appears
such a situation for the bundle of trajectories, where the following relations are fulfilled,

< qi >t <

√

〈

q2
i− < qi >

2
t

〉

t
, (71a)

< pi >t <

√

〈

p2
i− < pi >

2
t

〉

t
, {i = 1, 2} (71b)

with

< A >t≡
∫ ∫ ∫ ∫

dq1dp1dq2dp2Aρ(t). (72)

In this case, the coordinate system {q1, p1, q2, p2} looses its particular advantage in describing
the bundle of trajectories under discussion. When there realizes a stationary state satisfying

d

dt
< qi >t= 0,

d

dt

〈

q2
i− < qi >

2
t

〉

t
= 0, etc, (73)

Equation (71) is considered to be a dynamical condition to characterize the system to be in the
statistical object, because the system does not show any regularity associated with a certain
specific coordinate system. In other words, the system has dynamically reached such a state
that is coordinate system independent.
In Fig. 6, the time dependence of the variance < p2

1− < p1 >
2
> of the momentum for the first

degree of freedom is shown for the cases with E = 40 and V = −0.01, −0.04 and −0.07. A unit
of time is given by τ1 = ω1/2π, where ω1 is an eigen frequency of low-lying normal mode
obtained by applying the RPA to Eq. (65). In the case with V = −0.01 where the whole phase
space is covered by the regular motions illustrated in Fig. 1, the variance is oscillating and its
amplitude is increasing. In the case with a much stronger interaction V = −0.04, the variance
increases exponentially and then oscillates around some saturated value. Since the amplitude
of oscillation is not small, a stationary state is not expected to be realized for a very long time.
Note that the Poincaré section map for the case with V = −0.04 is still dominated by many
kinds of island structure like the case with V = −0.01. Even though an initial distribution
is chosen around the unstable fixed point where many trajectories with different characters
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come across with each other, domination of the KAM torus in the Poincaré section prevents
the system from reaching some statistical object.
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In the case of V = −0.07, where the overwhelming region of the Poincaré section map is
covered by the chaotic sea as is depicted in Fig. 4, a quite different situation is realized. As is
observed in Fig. 6, the time dependence of the variance of p1 almost dies out around τ ≈ 25τ1.
In Fig. 7, the averaged value < p2 > and its variance < p2

2− < p2 >
2
> for the second degree

of freedom are shown for the case with V = −0.07. Since < p2 > has reached null value
around τ ≈ 30τ1 and the variance become almost constant around τ ≈ 25τ1 like < p2

1− <

p1 >
2
>, the system is considered to be in a stationary statistical state where the relation in

Eqs. (71) and (73) are well realized at around τ ≈ 30τ1. In this case, the choice of a particular
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coordinate system does not have any profit for the present the system with V = −0.07, like
the quantum system described by GOE.
Another information on the dynamic realization of the statistical state might be obtained
from the two-time dynamic response χlm(t, τ), Xlm(t, τ) and correlation functions φlm(t, τ),
Φlm(t, τ) defined in Eqs. (47) and (48). Suppose the system described by a bundle of
trajectories has been developed exactly till tI following the original Liouville equation (28) or
equivalently by the coupled-master equation (43). The approximate coupled master equations
in Eqs. (49), which depend on the two-time dynamic response and correlation functions, are
derived from Eq. (43) under the assumption that the effects coming from the fluctuation
H∆(t) are sufficiently small so as to be evaluated by the second order perturbation theory.
Consequently, Eqs. (49) is considered to be applicable either in a case with very small
fluctuation effects or in a case with a very short time interval τ = t− tI just after tI . When one
evaluates the tI dependence of the dynamic response and correlation functions

χlm(tI + τ, tI), φlm(tI + τ, tI), Xlm(tI + τ, tI), Φlm(tI + τ, tI), (74)

one may study how their τ-dependence change as a function of tI . Since the dynamic
response and correlation functions depend on the time derivative of < q2

i− < qi >
2
t>, their

tI-independence gives a more severe stationary condition than the condition (73).
When ρ(t) reaches some stationary state after a long time-evolution through the original
Liouville equation, the dynamic response and correlation functions show no tI-dependence so
as to be approximated by the usual one-time response and correlation functions appeared in
the LRT. According to the recent work(22), it turned out that a dynamic realization of statistical
state is established around tI ≈ 50τ1 for the system described by the Hamiltonian in Eq. (66)
with V = −0.07.

3.1.3 Energy interchange between the collective and intrinsic systems

Our attention is mainly focused on examining the energy interchange between these two
systems, and what final states these two systems can reach and their interaction-dependence.
For studying the energy interchange, we make numerical calculation for the following cases:
The collective energy is much larger, comparable and much smaller than the intrinsic energy.
Namely, the collective energy is chosen to be Eη = 20, 40 and 60, whereas the intrinsic
energy is fixed at Eξ = 40. Here Eξ = 40 is chosen, because the phase space of the intrinsic
system is almost covered by the chaotic sea at this energy. In order to examine the interaction
dependence of the final state, the interaction strength parameter λ is chosen to be 0.005
(relatively weak), 0.01 and 0.02 (relatively strong).
Figures 8 (a)-(d) show the time-dependent averaged values of the partial Hamiltonian 〈Hη〉,
〈Hξ 〉 and 〈Hcoupl〉 and the total Hamiltonian 〈H〉 defined through

〈X〉 =
∫

Xρ(t)dqdp
2

∏
i=1

dqidpi, (75)

for the case with Eη = 40. One may see that the main change occurs in the collective energy
as well as the interaction energy, but not in the intrinsic energy.
When one precisely looks for the independent trajectories of the bundle, the collective,
intrinsic and interaction energies of each trajectory are changing in time in accordance with
the usual Hamilton system. Since the intrinsic system has already reached some stochastic
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Fig. 8. Time-dependence of the averaged partial Hamiltonian 〈Hη〉, 〈Hξ 〉, 〈Hcoupl〉 and 〈H〉
for Eη=40, Eξ=40 and (a) λ=0.005; (b) λ=0.01; (c) λ=0.02 and (d) λ=0.03. Solid line refers to
〈Hη〉; long dashed line refers to 〈Hξ〉; short dashed line refers to 〈Hcoupl〉 and dotted line
refers to 〈H〉. τcol denotes a characteristic periodic time of collective oscillator.

state when the interaction is switch on, a time-dependence of the intrinsic energy for each
trajectory is canceled out when one takes an average over many trajectories of the bundle. For
a case with small interaction strength (λ = 0.005), the collective energy oscillates for a long
time and seems not to reach any saturated value. In a case with a relatively large interaction
strength (λ ∼0.02), it will reach some time-independent value.
Figures 9 (a) and (b) represent the numerical results for the cases with Eη = 20 and 60, showing
almost the same result as for the case with Eη = 40.
From the above numerical simulation, one may see that the energy is dissipated from the
collective to an ‘environment’, when the intrinsic system and the coupling interaction are
regarded as an ‘environment’. Before understanding the above energy transfer in terms of
the phenomenological Langevin equation, it is important to microscopically explore what
happens in the intrinsic system when the collective system is attached to the intrinsic system
through the coupling interaction.
In Fig. 10, a time dependence of the variance of the intrinsic momentum < p2

1 > is shown. The

other intrinsic variances < q2
1 >, < q2

2 > and < p2
2 > show almost the same time dependence

as in Fig. 10. As discussed in our previous paper(22), an appearance of some chaotic state is
expected when the variance has reached its stationary value. Since the variance of the intrinsic
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Fig. 9. Time-dependence of the averaged partial Hamiltonian for (a) Eη=20, Eξ=40, λ=0.02;
(b) Eη=60, Eξ=40, λ=0.02. Reference of lines is the same as in Fig. 8.

system reaches some stationary value before τsw and since the intrinsic system is regarded to
be in the chaotic state, the coupling interaction is activated at τsw in our simulation. After
τsw = 12τcol, its value remains almost the same for the small interaction strength case, and
reaches quickly a little bit larger stationary value for the large coupling strength case (λ =
0.02). This small increase corresponds to a slight enlargement of the chaotic sea in the intrinsic
phase space. Practically, the values of variances are regarded to be constant before and after
τsw.
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Fig. 10. Time-dependence of variance of p1 for Eη=40, Eξ=40 and λ=0.02. Coupling is switch
on at τsw = 12τcol.

From our numerical simulation, one may deduce such a conclusion that the intrinsic system
even with only two degrees of freedom can be treated as a time independent statistical object
before and after the coupling interaction is activated. This conclusion provide us with the
dynamical foundation for understanding the statistical ansatz adopted in the conventional
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transport theory, where the irrelevant system is always regarded as a time-independent
statistical object.
Since the variance has reached its stationary value shortly after τsw, it is reasonable to
introduce the following time independent quantity:

< p2
i + q2

i >=
∫ 2

∏
i=1

dpidqi{p2
i + q2

i }ρ(t) (76)

In accordance with the mean-field Liouvillian in Eq. (44), one may introduce the
time-independent collective mean-field Hamiltonian as

Hη + Hη(t)

∣

∣

∣

∣

∣

t>τsw

=
p2

2M
+

1

2
Mω2

0q
2 + λ(q− q0)

2
2

∑
i=1

< p2
i + q2

i > . (77)

Except for the effects coming from the fluctuation part H∆(t), the collective trajectory is
supposed to be described by the mean field Hamiltonian in Eq. (77) after the coupling
interaction is switch on. The solution of Eq. (77) is expressed as

q = Acosω(t− τsw), p = −MωAsinω(t− τsw), (78)

where

ω2 = ω2
0 + ω2

1, ω2
1 ≡ 2λ

M
< p2

i + q2
i >, A = q0

(ω0

ω

)2
, (79)

the amplitude A being fixed by using the initial condition q(τsw) = q0. In accordance with
this initial condition, there holds the following energy conservation before and after τsw as

Hη

∣

∣

∣

∣

∣

t=τsw−0

= Hη + Hη(t)

∣

∣

∣

∣

∣

t=τsw+0

=
M

2
q2

0ω2
0 . (80)

In order to understand a oscillating property of the collective energy observed in Figs. 1 and
2, let us substitute the solution in Eq. (78) into the collective Hamiltonian Hη . Then one gets

Hη =
M

2
q2

0ω2
0

{

1 − 4
ω2

1ω2
0

ω4
sin4 ω

2
(t− τsw)

}

. (81)

In Fig. 11, the numerical result of Eq. (81) is shown together with the exact simulated
result. As is clearly recognized from Fig. 11 and Eq. (81), the mean field description can
well reproduce the oscillating property (the amplitude, the central energy of the oscillation
as well as the frequency) of the collective energy < Hη >, whereas it can not reproduce a
reduction mechanism of the amplitude. That is the mean field Hamiltonian can not describe
the dissipation process. More precisely, one may see that the mean-field approximation
provides us with a decisive information on the following two points: (a) the amplitude A of
the collective energy is mainly determined by the coupling interaction strength λ as well as the
averaged properties of the intrinsic system 〈∑2

i=1 p
2
i + q2

i 〉; (b) the frequency ω is related with
the characteristic frequency of the collective oscillator ω0, the coupling interaction strength
λ and the averaged properties of intrinsic system 〈∑2

i=1 p
2
i + q2

i 〉. From the above discussion
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Fig. 11. Time-dependence of average collective energy (dashed line) Hη in Eq. (81), in which
the mean-field energy of the coupling interaction is considered as shown in Eq. (77), together
with the exact simulated result (solid line). Parameters used in the mean-field potential is the
same as Fig. 8(c).

and from Figs.1 and 2, the dissipation process should be attributed to the fluctuation effects
coming from H∆.

3.1.4 Analysis with a phenomenological transport equation

Before discussing the microscopic dynamics responsible for the damping and diffusion
process, let us apply the phenomenological transport equation to our present simulated
process. Let us suppose that the collective motion will be subject to both a friction force and
a random force, and can be described by the Langevin equation. A simple Langevin equation
is given by

Mq̈ +
∂Um f (q)

∂q
+ γq̇ = f (t), (82)

where Um f (q) represents the potential part of Hη + Hη(t) in Eq. (77) and γ the friction strength
parameter. A function f (t) represents the random force and, in our calculation, it is taken to
be the Gaussian white noise characterized by the following moments:

〈 f (t)〉 = 0, 〈 f (t) f (s)〉 = kTδ(t− s). (83)

The numerical result for Eq. (82) is shown in Fig. 12 with the parameters γ=0.0033 and
kT=1.45. The used parameters appearing in Um f (q) is the same as in Fig. 8 (c).
As is understood from Fig. 12, the Langevin equation do reproduce the energy transfer from
the collective system to the environment quite well. This means that our dynamical simulation
shown in Fig. 8 is satisfactory linked with the conventional transport equation, and our
schematic model Hamiltonian introduced by Eqs. (64), (66) and (67) is successfully considered
as a dynamical analogue of the Brownian particle coupled with the classical statistical system.
Based on the above analogy and on Eqs. (57) and (82), one may learn the collective degree
of freedom is subject to both an average force coming from the mean field Hamiltonian in
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Fig. 12. Time-dependence of average collective energy simulated with Langevin equation
(82) with γ=0.0033 and kT=1.45. Parameters used in the mean-field potential is the same as
Fig. 8(c).

Eq. (77) and the fluctuation term H∆. Namely, the fluctuation H∆ described by the last
three terms on the right hand side of Eq. (57) is responsible for not only the damping of
the oscillation amplitude but also for the dissipative energy flow from the collective system to
the environment.
At the end of this subsection, it should be noticed that our choice of γ and kT does not satisfy
the fluctuation-dissipation theorem. This means that our simulated dissipative phenomenon
is not the same as the usual damping phenomena described within the LRT. Since our
simulated dissipation phenomenon is induced not by the linear coupling but by the nonlinear
coupling, there still remain interesting questions for comprehensively understanding the
macroscopic transport phenomena.

3.1.5 Microscopic origin of damping and diffusion mechanism

In the Langevin equation, there are two important forces, the friction force and the random
force. The former describes the average effect on the collective degree of freedom causing
an irreversible dissipation, while the latter the diffusion of it. According to the parameter
values adopted in our Langevin simulation in Fig. 12, it is naturally expected that the
dissipative-diffusion mechanism plays a crucial role in reducing the oscillation amplitude of
collective energy, and in realizing the steadily energy flow from the collective system to the
environment.
In order to explore this point, a time development of the collective distribution function ρη(t)
is shown in Figs. 13 and 14 for two cases with λ=0.005 (small coupling strength) and 0.02
(large coupling strength), respectively. In Figs. 13(a) and 14(a), it is illustrated how a shape
of the distribution function ρη(t) in the collective phase space disperses depending on time.
In these figures, an effect of the friction force ought to be observed when a location of the
distribution function changes from the outside (higher energy) region to the inside (lower
energy) region of the phase space. On the other hand, a dissipative diffusion mechanism is
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Fig. 13. (a) Probability distribution function of collective trajectories which is defined as

PDη(p′) =
∫

ρη(t)

∣

∣

∣

∣

p=pm+p′
dq and pm satisfies

∂ρη(t)
∂p

∣

∣

∣

∣

p=pm

= 0; (b-f) the collective

distribution function in (p,q) space at T=20τcol; T=40τcol; T=60τcol; T=80τcol; and T=100τcol for
Eη=40, λ=0.005. The parameters are the same as in Fig. 8(c).

studied from Figs. 13(a) and 14(a) by observing how strongly a distribution function initially
(at t = τsw) centered at one point in the collective phase space disperses depending on time.
One may see that for the case with λ=0.005, ρη(t) is slightly enlarged from the initial
δ-distribution, but is still concentrated in a rather small region even at t = 100τcol. On
the other hand, for the case with λ=0.02, one may see that ρη(t) quickly disperses after the
coupling interaction is switch on and tends to cover a whole ring shape in the phase space at
t = 100τcol.
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Fig. 14. (a) Probability distribution function of collective trajectories which is defined as

PDη(p′) =
∫

ρη(t)

∣

∣

∣

∣

p=pm+p′
dq and pm satisfies

∂ρη(t)
∂p

∣

∣

∣

∣

p=pm

= 0; (b-f) the collective

distribution function in (p,q) space at T=20τcol; T=40τcol; T=60τcol; T=80τcol; and T=100τcol for
Eη=40, λ=0.02. The parameters are the same as in Fig. 8(c).

Let us discuss a relation between the reduction mechanism in the amplitude of collective
energy and the dispersing property of ρη(t). Suppose ρη(t) does not show any strong disperse
property by almost keeping its original δ-function shape, in this case, the effects coming from
H∆(t) is considered to be small. The collective part of each trajectory has a time dependence
expressed in Eq. (78) and its collective energy Hη has a time dependence given by Eq. (81).
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Fig. 15. (a) The probability distribution function of collective trajectories as defined in the
caption of Fig. 13(a); (b) collective distribution function in (p,q) space at t=100τcol simulated
with Langevin equation (82) with γ=0.0033 and kT=1.45. The parameters used in mean-field
potential is the same as Fig. 8(c)

Since there is a well developed coherence among the trajectories in ρη(t) when λ = 0.005, the
averaged collective energy < Hη > over the bundle of trajectories still has a time dependence
given by Eq. (81). Consequently, one may not expect a reduction of the oscillation amplitude
in the collective energy as is shown in Fig. 8(a).
When the distribution function tends to expand over the whole ring shape, the collective part
of each trajectory is not expected to have the same time dependence as in Eq. (78). This is
due to the effects coming from the stochastic force H∆(t), and some trajectories have a chance
to have an advanced phase whereas other trajectories have a retarded phase in comparison
with the phase in Eq. (78). According to the decoherent effects coming from H∆(t), the time
dependence of the collective energy for the each trajectory in Eq. (78) cancels out due to the
randomness of the phases when one takes an average over the bundle of trajectories. This
dephasing mechanism is induced by H∆(t), and is considered to be the microscopic origin of
the damping, i.e. the energy transfer from the collective system to the environment.
In order to compare the above mechanism with what happens in the phenomenological
transport equation, the solution of the Langevin equation represented in the collective phase
space is shown in Fig. 15 for the cases with γ=0.0033 and kT=1.45. From this figure, one may
understand that the damping (a change of the distribution from the outside to the inside of the
phase space) as well as the diffusion (an expansion of the distribution) are taking place so as to
reproduce the numerical result in Fig. 12. Even though the Langevin equation gives almost the
same result as in Fig.8 in the macroscopic-level, as is recognized by comparing Figs. 13 and 14
with Fig. 15, there are substantial differences in the microscopic-level dynamics. Namely, the
distribution function ρη(t) of our simulation evolves into the whole ring shape with staying
almost the same initial energy region of the phase space, while the solution of the Langevin
equation evolves to a round shape with covering the whole energetically allowed region. In
the case of the Langevin simulation, the dissipation and dephasing mechanisms are seemed
to contribute to reproduce the result in Fig. 12, while the dephasing mechanism is essential
for the damping of the collective energy in our microscopic simulation.
Here, it is worthwhile mentioning that the decoherence or dephasing process due to the
interaction with the environment has also been discussed in the quantum system(13; 73).
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3.2 The Case of the system with multi-degree of freedom

As shown in last section, it has been clarified that the main damping mechanism(30) of the
collective motion nonlinearly coupled with the intrinsic system composed by two degrees of
freedom is dephasing caused by the chaoticity of intrinsic system. Here, it should be noted that
the dephasing process only appears under the nonlinear coupling interaction, specially for
the small number of degrees of freedom, as in a case of the quantum dynamical system(13).
It was also found that the collective distribution function organized by the Liouville equation
and that by the phenomenological Langevin equation show quite different structure in the
collective phase space, even though they give almost the same macro-level description for the
averaged property of the collective motion.
Now we are facing the questions as how to understand such the difference between two
descriptions, and in what condition we can expect the same microscopic situation as the
Langevin equation described and when the fluctuation-dissipation theorem comes true. In
fact, underlying the conventional approach to the Fokker-Planck- or Langevin-type equation,
the intrinsic subsystem is considered with large (or say, in�nite) number of degrees of freedom
placed in an initial state of canonical equilibrium. So, for understanding the fundamental
background of phenomenological transport equation and the basis of dissipation-dissipation
relation, there still remain interesting questions for comprehensively understanding the effect,
which changes depending on the number of degrees of freedom of intrinsic system.
For this purpose, we will use a Fermi-Pasta-Ulam (FPU) system for describing the intrinsic
system, which allows us more conveniently to change the number of degrees of freedom of
intrinsic system. It will be shown that dephasing mechanism is the main mechanism for small
number degrees of freedom (say, two) case. When the number of degrees of freedom becomes
relative large (say, eight or more), the diffusion mechanism will start to play the role and the
energy transport process can be divided into three regimes, such as a dephasing regime, a
statistical relaxation regime, and an equilibrium regime. By examining the time evolution of
entropy with using the nonextensive thermodynamics in Sec. 4, we will find that an existence
of three regimes is clearly shown.
Under the help of analytical analysis carried in Sec. 5, we will also show that for the case with
relative large number of degrees of freedom, the energy transport process can be described
by the generalized Fokker-Planck- and Langevin-type equation, and a phenomenological
Fluctuation-Dissipation relation is satisfied. For the finite system, the intrinsic system plays
the role as a finite heat bath with finite correlation time and the statistical relaxation is
anomalous diffusion. Only for the intrinsic system with very large number of degrees of
freedom, the dynamical description and conventional transport approach may provide almost
the same macro- and micro-level mechanisms.

3.2.1 β-fermi-pasta-Ulam (FPU) system

The collective subsystem, for simplicity and without any lose of generality, is represented by
a harmonic oscillator as the case of the system with three degrees of freedom as Eq. (64). The
intrinsic subsystem, mimicking the environment, is described by a β Fermi-Pasta-Ulam (FPU)
system (sometime called β-FPU system, as with quadrtic interaction), which was posed in the
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famous paper (49) and reviewed in (74):

Hξ =
Nd

∑
i=1

p2
i

2
+

Nd

∑
i=2

W(qi − qi−1) +W(qNd
), (84)

W(q) =
q4

4
+

q2

2

where

q =
1√
2
(η + η∗), p =

i√
2
(η∗ − η), (85a)

qi =
1√
2
(ξi + ξ∗i ), pi =

i√
2
(ξ∗i − ξi), {i = 1, · · · , Nd} (85b)

Nd represents the number of degrees of freedom (i.e., the number of nonlinear oscillators).
According to the related literatures(26; 48; 74), the dynamics of β-FPU becomes strongly
chaotic and relaxation is fast, when the energy per DOF ǫ is chosen to be larger than a certain
value (called as the critical value(48), say ǫc ≈ 0.1). In the this thesis, ǫ is chosen as 10 to
guarantee that our irrelevant subsystem can reach fully chaotic situation. Indeed, in this
case, the calculated largest Lyapunov exponent σ(Nd) turns out to be positive, for instance
σ(Nd) =0.15, 0.11, and 0.11 for Nd =2, 4, and 8, respectively. Thus, a “fully developed chaos”
is expected for the β-FPU system, and an appearance of statistical behavior in its chain of
oscillators and an energy equipartition among the modes are expected to be realized.
For the coupling interaction, we use the following nonlinear interaction given by

Hcoupl = λ
{

q2 − q2
0

}{

q2
1 − q2

1,0

}

. (86)

A physical meaning of introducing the quantities q0 and q1,0 in Eq. (86) is discussed in Sec.
3.1.1 and our previous paper(30). Such the choice of the coupling interaction form means
that q1 is considered as a doorway variable, through which the intrinsic subsystem exerts its
influence on the collective subsystem(26). It should be pointed out that the form of coupling
interaction in Eq. (86) is a little bit different from the one used in our previous paper(30)
since here we want to treat the collective and doorway variables in a more parallel way.
The numerical comparison between this two forms shows there is no substantial differences
between these two forms on the final results.
As discussed in Sec. 3.1.1, the time evolution of the distribution function ρ(t) is evaluated by
using the pseudo-particle method as:

ρ(t) =
1

Np

Np

∑
n=1

Nd

∏
i=1

δ(qi − qi,n(t))δ(pi − pi,n(t))

·δ(q− qn(t))δ(p− pn(t)), (87)

where Np means the total number of pseudo-particles. The distribution function in Eq. (87)
defines an ensemble of the system, each member of which is composed of a collective degree
of freedom coupled to a single intrinsic trajectory. The collective coordinates qn(t) and pn(t),
and the intrinsic coordinates qi,n(t) and pi,n(t){i = 1, · · · , Nd} determine a phase space point
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of the n-th pseudo-particle at time t, whose time dependence is described by the canonical
equations of motion given by

q̇i =
∂H

∂pi
, ṗi = − ∂H

∂qi
, {i = 1, · · · , Nd}

q̇ =
∂H

∂p
, ṗ = − ∂H

∂q
(88)

We use the fourth order simplectic Runge-Kutta algorithm(75; 76) for integrating the canonical
equations of motion and Np is chosen to be 10,000. In our study, the coupling strength
parameter is chosen as λ ∼ 0.002.

3.2.2 Energy dissipation and equipartition

We have discussed a microscopic dynamical system with three degrees of freedom in Sec.
3.1.3, 3.1.4 and 3.1.5, and shown that the dephasing mechanism induced by fluctuation
mechanism turned out to be responsible for the energy transfer from collective subsystem
to environment(30). In that case, as we shown, the fluctuation-dissipation relation does not
hold and there is substantial difference in the microscopic behaviors between the microscopic
dynamical simulation based on the Liouville equation and the phenomenological transport
equation even if these two descriptions provide almost same macroscopic behaviors. Namely,
the collective distribution function organized by the Liouville equation evolves into the whole
ring shape with staying almost the same initial energy region of the phase space, while
the solution of the Langevin equation evolves to a round shape, whose collective energy is
ranging from the initial value to zero.
For answering the questions as how to understand the above stated differences, and
in what condition where the microscopic descriptions by the Langevin equation and by
the Liouville equation give the same results and in what physical situation where the
fluctuation-dissipation theorem comes true, a naturally extension of our work(30) is to
considered the effects of the number of degrees of freedom in intrinsic subsystem because no
matter how our simulated dissipation phenomenon is obtained by a simplest system which is
composed of only three degrees of freedom, as described in Sec. 3.1.
In our numerical calculation, the used parameters are M=1, ω2=0.2. In this case, the collective
time scale τcol characterized by the harmonic oscillator in Eq. (64) and the intrinsic time
scale τin characterized by the harmonic part of the intrinsic Hamiltonian in Eq.(84) satisfies
a relation τcol ≫ τin. The switch-on time τsw is set to be τsw = 100τcol
Figures 16 (a-d) show the time-dependent averaged values of the partial Hamiltonian 〈Hη〉,
〈Hξ 〉 and 〈Hcoupl〉 and the total Hamiltonian 〈H〉 for the case with Eη = 30, λ=0.002, Nd=2, 4,
8 and 16, respectively. The definition of ensemble average is the same as Eq. (75).
In order to show how the dissipation of the collective energy changes depending on the
number of degrees of freedom in intrinsic subsystem, the time-dependent averaged values
of the partial Hamiltonian 〈Hη〉 are also shown in Fig. 17 for the cases with Nd=2, 4, 8 and 16,
respectively.
It can be clearly seen that a very similar result has been obtained for the case with Nd=2 as
described in our previous paper(30), that is, the main change occurs in the collective energy
as well as the interaction energy, and the main process responsible for this change is coming
from the dephasing mechanism. One may also learn from our previous paper(30) that the
dissipative-diffusion mechanism plays a crucial role in reducing the oscillation amplitude of
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Fig. 16. Time-dependence of the average partial Hamiltonian 〈Hη〉, 〈Hξ〉, 〈Hcoupl〉 and the
total Hamiltonian 〈H〉 for Eη=30, λ=0.002. (a) Nd=2, (b) Nd=4, (c) Nd=8 and (d) Nd=16.
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Fig. 16. continued.

Nd 2 4 8 16

〈Hξ〉 11.92 12.54 11.851 10.996
〈Hη〉 24.03 17.15 12.499 11.32

Table 1. An asymptotic average energy for every degree of freedom in the intrinsic system
and that for the collective system

collective energy, and in realizing the steadily energy flow from the collective system to the
environment.
However, with the increasing of the number of degrees of freedom of intrinsic subsystem,
the collective energy, after finishing the dephasing process, gradually decreases and finally
reaches to a saturated value. This saturated asymptotic may be understood as a realization
of the dynamics balance between an input of energy into the collective subsystem from the
fluctuation of nonlinear coupling interaction between the two subsystems and an output of
energy due to its dissipation into the environment. It is no doubt that there appears another
mechanism for the Nd larger than 2.
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Here we also should noticed the asymptotic average energies for every degrees of freedom in
the intrinsic subsystem and that of collective subsystem as shown in Table 1. Considering a
boundary effect of the finite system. i.e., the two ends oscillator in β-FPU Hamiltonian, one
may see that the equipartition of the energy among every degree of freedom is expected in the
final stage for the case with relatively large number of degrees of freedom, as Nd ≥8.

3.2.3 Three regimes of collective dissipation dynamics

One can understand from Figs. 16 and 17 that the energy transfer process of collective
subsystem can be divided into three regimes: (1) Dephasing regime. In this regime, the
fluctuation interaction reduces the coherence of collective trajectories and damps the average
amplitude of collective motion. This regime is the main process in the case when system with
small number of degrees of freedom (say, two). When the number of degrees of freedom
increases, the time scale of this regime will decrease; (2) Non-equilibrium relaxation regime,
which will also be called as thermodynamical regime in the next section. In this regime, the
energy of collective motion irreversibly transfers to the “environment”; (3) Saturation regime.
This is an asymptotic regime where the total system reaches to another equilibrium situation
and the total energy is equally distributed over every degree of freedom realized in the cases
with Nd ≥8 . We will mention above three regimes again in our further discussion.
From the conventional viewpoint of transport theory, we can see that such the gradually
decreasing behaviour of collective energy is due to an irreversible dissipative perturbation,
which comes from the interaction with intrinsic subsystem and damps the collective motion.
The asymptotic and saturated behaviour reveals that a fluctuation-dissipation relation may
be expected for the cases with Nd ≥8. Remembering our previous simulation(30) by using
Langevin equation for the case with Nd=2, we can see, in that case, the role of fluctuation
interaction mainly contribute to provide the diffusion effect which reduce the coherence of
collective trajectories. The irreversible dissipative perturbation (friction force) is relatively
small. However, an appearance of the second regime may indicate that the contribution of the
dissipative (damping) mechanism will become large with the increasing of Nd. We will show
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in the next section that it is the dissipative (damping) mechanism that makes the collective
distribution function of the cases with Nd ≥ 8 evolves to cover the whole energetically
allowed region as the solution of the Langevin equation. In this sense, one may expect that
the above mentioned numerical simulation provide us with very richer information about the
dissipative behaviour of collective subsystem, which changes depending on the number of
degrees of freedom in intrinsic subsystem.
According to a general understanding, the non-equilibrium relaxation regime (or called as
thermodynamical regime) may also be understood by the Linear Response Theory (24; 26; 27)
provided that the number of degrees of freedom is sufficient large. However, as in the study of
quantum dynamical system, the dephasing process only can be understood under the scheme
with non-linear coupling interaction, specially for the small number of degrees of freedom.
From our results, as shown in Fig. 17, it is clarified that the time scale of dephasing process
changes to small with the increasing of the number of degrees of freedom. For the case with
two degrees of freedom, the dephasing process lasts for a very long time and dominates the
time evolution process of the system. When the number of degrees of freedom increases
upto sixteen, the time scale is very small and nonequilibrium relaxation process becomes
the main process for energy dissipation. So, in our understanding, for the case with small
number of degrees of freedom (Nd <8) where the applicability of Linear Response Theory is
still a question of debate(61; 77), the dephasing mechanism plays important role for realizing
the transport behaviors. When the number of degrees of freedom becomes large (more than
sixteen), the thermodynamical mechanism will become a dominant mechanism and there will
be no much difference between the Nonlinear and Linear Response Theory.

4. Entropy evolution of nonequilibrium transport process in finite system

It is not a trivial discussion how to understand the three regimes as mentioned in above section
in a more dynamical way. As mentioned in Sec. II, the transport, dissipative and damping
phenomena could be expressed by the collective behavior of the ensemble of trajectories. In
the classical theory of dynamical system, the order-to-chaos transition is usually regarded
as the microscopic origin of an appearance of the statistical state in the finite system. Since
one may express the heat bath by means of the infinite number of integrable systems like the
harmonic oscillators whose frequencies have the Debye distribution, it may not be a relevant
question whether the chaos plays a decisive role for the dissipation mechanism and for the
microscopic generation of the statistical state in a case of the infinite system. In the finite
system where the large number limit is not secured, the order-to-chaos transition is expected
to play a decisive role in generating some statistical behavior. There should be the relation
between the generating the chaotic motion of a single trajectory and the realizing a statistical
state for a bundle of trajectories.

4.1 Nonequilibrium relaxation process & entropy production

4.1.1 Physical Boltzmann-Gibbs (BG) entropy

This phenomenon is still represented in the study for clarifying the dynamical relation
between the Kolmogorov-Sinai (KS) entropy and the physical entropy for a chaotic
conservative dynamical system in classical sense(78), or the status of quantum-classical
correspondence for quantum dynamical system(13). The KS entropy is a single number κ,
which is related to the average rate of exponential divergence of nearby trajectories, that
is, the summation of all the positive Lyapunov exponents of the chaotic dynamical system
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considered. As for the physical Boltzmann-Gibbs (BG) entropy S(t), the entropy of the second
law of thermodynamics, is defined by the distribution function ρ(t) (68) of a bundle of
trajectories as:

S(t) = −
∫

ρ(t) ln ρ(t)dqdp
Nd

∏
i=1

dqidpi, (89)

which depends not only on the particular dynamical system, but also on the choice of an
initial probability distribution for the state of that system, which is described by a bundle of
trajectories. Therefore the connection between KS entropy and physical (BG) entropy can be
considered to given an equivalent relation to that between the chaoticity of a single trajectory
and the statistical state for a bundle of trajectories. However, this relation may be not so
simple because the KS entropy is the entropy of a single trajectory and in principle, might
not coincide with the Gibbs entropy expressed in terms of probability density of a bundle of
trajectories.
It has been concluded(78) that the time evolution of S(t) goes through three time regimes: (1)
An early regimes where the S(t) is heavily dependent on the details of the dynamical system
and of the initial distribution. This regime sometimes is called as the decoherence regime for a
Quantum system or dephasing regime for classical system. In this regime, there is no generic
relation between S(t) and κ; (2) An intermediate time regime of linear increase with slope κ, i.e.,

| dS(t)
dt | ∼ κ, which is called the Kolmogorov-Sinai regime or thermodynamical regime. In this

regime, a transition from dynamics to thermodynamics is expected to occur; (3) A saturation
regime which characterizes equilibrium, for which the distribution is uniform in the available
part of phase space. In accordance with the view of Krylov(79), a coarse graining process is
required here by the division of space.

4.1.2 Generalized nonextensive entropy & anomalous diffusion

It should be mentioned that the physical (BG) entropy S(t)(89) is unable to deal with a variety
of interesting physical problems such as the thermodynamics of self gravitating systems, some
anomal diffusion phenomena, Lévy flights and distributions, among others(80–83). In order
to deal with these difficulties, a generalized, nonextensive entropy form is introduced(84):

Sα(t) =

1 −
∫

[ρ(t)]αdqdp
Nd

∏
i=1

dqidpi

α − 1
, (90)

where α is called the entropic index, which characterizes the entropy functional Sα(t). When
α = 1, Sα(t) reduces to the conventional physical (BG) entropy S(t)(89).
How to understand the departure of α from α = 1 has been discussed in Refs.(80; 82). From a
macroscopic point of view, the diversion of α from α = 1 measures how that the dynamics of
the system do not fulfil the condition of short-range interaction and correlation that according
to the traditional wisdom are necessary to establish thermodynamical properties(80). On the
other hand, such diversion can be attributed to the mixing (and not only ergodicity) situation in
phase space, that is, if the mixing is exponential (strong mixing), the α = 1 and physical (BG)
entropy S(t) is the adequate hypothesis, whereas the mixing is weak and then nonextensive
entropy form should be used(82). We will show in the following that α �= 1 implies the
non-uniform distribution in the collective phase space.
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Fig. 18. (a) Physical Boltzmann-Gibbs entropy S(t). Nonextensive entropy Sα(t) for collective
(b), intrinsic (c) and total phase space (d), for the case with Nd=8. Entropic index α=0.7.
Parameters are the same as Fig. 16.
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Fig. 18. continued.

It should be very interesting that our simulated energy transfer processes show also three
regimes as mentioned in Sec. 3.2.3. Consequently, it is an interesting question whether there
is some relation between our numerical simulation and the time evolution of S(t) or Sα(t). To
understand the underlying connection between these two results, we calculated the entropy
evolution process for our system by employing a generalized, nonextensive entropy:

SCα (t) =
1 −

∫

[ρη(t)]αdqdp

α − 1
, (91a)

SI
α(t) =

1 −
∫

[ρξ(t)]
α

Nd

∏
i=1

dqidpi

α − 1
(91b)

where ρη(t) and ρξ (t) are the reduced distribution functions (29) of collective and intrinsic
subsystems, respectively. For comparison in the following, we also define the physical (BG)
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entropy for collective and intrinsic subsystems as:

SC(t) = −
∫

ρη(t) ln ρη(t)dqdp, (92a)

SI(t) = −
∫

ρξ(t) ln ρξ (t)
Nd

∏
i=1

dqidpi (92b)

Figure 18 shows the comparison between the physical (BG) entropy S(t) in Fig. 18(a) and
nonextensive entropy Sα(t) Fig. 18(b-d) for collective, intrinsic subsystems and total system
for the case with Nd = 8. From this figure, it is understood that there is no entropy
produced for collective subsystem before the coupling interaction is activated. However the
entropy evaluation process for intrinsic subsystem shows very obviously three regimes both in
physical (BG) entropy and in nonextensive entropy. This means that the intrinsic subsystem
(β-FPU system) can normally diffuse far from equilibrium state to equilibrium state, where
the trajectories are uniformly distributed in the phase space. This conclusion is consistent
with Ref. (26). After the coupling interaction is switched on, one can see much different
situation when one use the physical (BG) entropy or nonextensive entropy in evaluating the
entropy production. For intrinsic subsystem, because its time scale is much smaller than
collective one, it should be always in time-independent stationary state even after switch-on
time tsw(30). This point can be clearly seen from the present simulation in Fig. 18, where there
is no change for SI(t) around tsw. However, the distribution of trajectories in phase space
ought to be changed after tsw(85) which can not be observed by BG entropy. Such the change
of the distribution of trajectories in phase space is observed by means of SI

α(t) as shown in
Fig. 18 (c). We will mention this point furthermore in the following context.
With regard to collective subsystem, our calculated results for SC(t) and for SCα (t) have
been shown in Fig. 18(a) and (b) . From Fig. 18(a), one may observe that SC(t) increase
exponentially to a maximum value just after tsw. It is not trivial to answer whether or not
this maximum value indicates the stationary state for collective degree of freedom because
as mentioned in the last section, the energy interchange between collective and intrinsic
subsystems is still continuous in this moment. We can understand this point if we examine
the nonextensive entropy SCα (t) in Fig. 18(b). Fig. 18(b) shows that SCα (t) exponentially
increases to a maximal value as SC(t) , but then almost linearly decrease and finally tends
to a saturated time-independent value. The calculated results of second moment of 〈q2〉 has
shown that such the linearly decreasing process is a superdiffusion process. Those calculated
results tells that, for Nd = 8, the time evolution of SCα (t) shows clearly three regimes after tsw,
says, exponentially increasing regime, linearly decreasing regime and saturated regime.
For understanding the Nd-dependence of three regimes of transport process, furthermore, we
show the comparison of SCα (t) for Nd=2, 4, 8 and 16, respectively in Fig. 19 . One may see
that the line for the case with Nd=2 only shows the exponentially increasing behaviour. It has
been pointed out(30) that, the dephasing mechanism is mainly contributed to the transport
process in the case with Nd = 2. With this point of view, it is easy to understand that the
exponentially increasing part corresponds to the dephasing regime. As our understanding, the time
scale of dephasing regime mainly depends on the strength of coupling interaction and the
chaoticity of intrinsic subsystem, as well as the number of degrees of freedom. In our result,
the time scales of dephasing regime for different Nd are different with the selection interaction
strength λ and the largest Lyapunov exponents σ(Nd) for intrinsic subsystem.
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With the Nd increasing upto 8, a linearly decreasing process for SCα (t) appears after an
exponentially increasing stage. As we understand in last subsection, this should be
correspondent to the nonequilibrium relaxation process in which the energy of collective
motion irreversibly transfers to the “environment”.
It is interesting to mention that there also appears three stages in the entropy production
for far-from-equilibrium processes, which is also characterized by using the nonextensive
entropy(78). Here it should be noted the point that why the second regime is linearly
decreasing, not linearly increasing as V. Latora and M. Baranger’s findings(78). The systems
considered by V. Latora and M. Baranger(78) and others (13; 80; 81) are conservative chaotic
systems. As we know, for conservative chaotic systems, the entropy will uniquely increase
if it is put in a state far from equilibrium state. Our calculated results is consistent with
this phenomenon for the total system, which is a conservative system, as shown in Fig. 3
(d), and for intrinsic subsystem, which also can be treated as a conservative system before
tsw, as shown in Fig. 3 (c). Especially, the collective subsystem is a dissipative system after
tsw. In the second regime of energy dissipation as described in the last section, the energy of
collective motion irreversibly dissipate to intrinsic motion, which should cause the shrink of
the distribution of collective trajectories in phase space.
A necessity of using a non-extensive entropy in connecting the microscopic dynamics and the
statistical mechanics, and in characterizing the damping phenomenon in the finite system,
might suggest us that the damping mechanism in the finite system is an anomalous process,
where the usual fluctuation-dissipation theorem is not applicable.
Here it is worthwhile to clarify a relation between an anomalous diffusion and the above
mentioned nonextensive entropy expressed by the time evolution of the subsystems with
α < 1, because the non-equilibrium relaxation regime is characterized not by the physical
BG entropy but by the nonextensive entropy with α < 1. Generally, the diffusion process is
characterized by the average square displacement or its variance as

σ2(t) ∼ tμ, (93)

with μ = 1 for normal diffusion. All processes with μ �= 1 are termed anomalous diffusion,
namely, subdiffusion for 0 < μ < 1 and superdiffusion for 1 < μ < 2.
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We calculate a time-dependent variance of collective coordinate σ2
q (t) = 〈q2 − 〈q2〉t〉t for

the case with Nd=8 as depicted in Fig. 20, which also clearly shows the three stages as
discussed above. Here one should mentioned that σ2

q (t) decreasing from a maximal value
to a saturation one in the non-equilibrium relaxation regime, rather than increases from a
minimal value to a saturation one as in the conventional approach. In the conventional
approach, there does not appear dephasing regime. The collective distribution function ρη(t)
spread out from a localized region (say, as δ-distribution) till saturation with an equilibrium
Boltzmann distribution. In this case, σ2

q (t) increases from a minimal value (say, zero) to
a saturation one corresponding to the Boltzmann distribution. However, in present case
for finite system, σ2

q (t) exponentially increases from 0 up to a maximal value in dephasing

regime as the behavior of entropy SCα (t) in Fig. 18(b) because in this regime, the collective
distribution function ρη(t) quickly disperses after the coupling interaction is switched on and
tends to cover a ring shape in the phase space. In the second regime of energy dissipation, the
collective energy irreversibly dissipates into the intrinsic system with making the distribution
of collective trajectories in phase space shrunk until saturation with an equilibrium Boltzmann
distribution. It is due to the finite effect that σ2

q (t) becomes much bigger than its saturation

value in the dephasing regime. Therefore, in the second regime, σ2
q (t) will decreases from

this maximal value to a saturation one with shrinking of distribution function of collective
trajectories in phase space.
As discussed in Sec. 3.2.3, dephasing regime is the main process for a system with small
number of intrinsic degrees of freedom (say, two). A lasting time of this regime decreases
with increasing of the number of intrinsic degrees of freedom. When the number of intrinsic
degrees of freedom becomes infinite, there might be no dephasing regime. In this case, σ2

q (t)
will show the same behavior as in the conventional approach.
The result of σ2

q (t) in non-equilibrium relaxation regime can be characterized with the
expression

σ2
q (t) = σ2

q (t0) −D(t− t0)
μq , (94)

where t0 = 110τcol is a moment when the dephasing regime has finished, σ2
q (t0) = 335.0 the

value of σ2
q (t) at time t0. We fit the diffusion coefficient D and diffusion exponent μq in Eq.
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of dynamical simulation as shown in Fig. 20; long dashed line refers to the fitting results of
Eq. (94) with parameters D = 15.5, μq = 0.58.

(94) for the non-equilibrium relaxation regime as plotted in Fig 21. The resultant values are
D=15.5 and μq = 0.58, which suggest us that the non-equilibrium relaxation process of a finite
system correspond to an anomalous diffusion process.

4.2 Microscopic dynamics of nonequilibrium process & Boltzmann distribution

In order to explore this understanding more deeply, a time development of the collective
distribution function ρη(t) in collective (p,q) space and probability distribution function of
collective trajectories which is defined as

Pη(ǫ) =
∫

ρη(t)

∣

∣

∣

∣

Hη(q,p)=ǫ

dqdp (95)

are shown in Figs. 22 and 23 at different time for Nd = 8 . In these figures, it is illustrated how
a shape of the distribution function ρη(t) in the collective phase space disperses depending on
time. An effect of the damping mechanism ought to be observed when a peak location of the
distribution function changes from the outside (higher collective energy) region to the inside
(lower collective energy) region of the phase space. On the other hand, a dissipative diffusion
mechanism is studied by observing how strongly a distribution function initially (at t = τsw)
centered at one point in the collective phase space disperses depending on time.
One may see that from T=tsw to 110τcol, ρη(t) quickly disperses after the coupling interaction
is switched on and tends to cover a ring shape in the phase space. When the distribution
function tends to expand over the whole ring shape, the relevant part of each trajectory is
not expected to have the same time dependence. Some trajectories have a chance to have
an advanced phase, whereas other trajectories have a retarded phase in comparison with the
averaged motion under mean-field approximation. This dephasing mechanism is considered
to be the microscopic origin of the entropy production in the exponential regime.
The more interesting things appear from T=110τcol through T=140τcol . One may see that
the distribution function gradually expand to center region from T=110τcol . The region
of maximal probability distribution gradually moves to center, meanwhile the density of
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Fig. 22. (a-c) Collective distribution function in (p,q) phase space; (a†-c†) Probability
distribution function Pη(ǫ) of collective trajectories at T=102.5τcol, 110τcol and 120τcol for
Eη=30 and λ=0.002.

distribution in the out ring (as at T=110τcol) goes to low. And finally at T=160τcol, one can
see the distribution tend to the equilibrium Boltzmann distribution as:

Pη(ǫ) ∼ e−βǫ (96)

After T=160τcol to 240τcol, the distribution function does not practically changed anymore,
which is correspondent to the saturated regime. Comparison the distribution in Fig. 23 (f)
with the one obtained by the phenomenological transport equation (as Langevin equation) in
Fig. 15(b) and in our previous paper(30), one can see that such the distribution is consistent
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Fig. 23. (d-f) Collective distribution function in (p,q) phase space; (d†-f†) Probability
distribution function Pη(ǫ) of collective trajectories at T=140τcol, 160τcol , and 240τcol for
Eη=30 and λ=0.002.

with the results simulated by Langevin equation. So one can see that a transition from dynamics
to thermodynamics occurs indeed and the collective subsystem �nally reaches to equilibrium state.
At the end of this section, one may conclude that: (i) When the physical BG entropy is
used to evaluate the entropy production for the system considered in this work, the three
characteristic regimes can not be detected in the collective system. When the non-extensive
entropy is used with α < 1.0, the three dynamical stages, i.e., the dephasing regime,
non-equilibrium relaxation regime and equilibrium regime, appear for a relatively large
number of intrinsic degrees of freedom as Nd ≥ 8. The second regime may disappear for
a small number of degrees of freedom case like Nd = 2. (ii) Since the collective system is a

100 Chaotic Systems

www.intechopen.com



dissipative system whose distribution function varies non-uniformly in the non-equilibrium
relaxation regime, one has to use the entropy index α different from 1 . (iii) As is shown by the
σ2
q (t) and by α < 1, the non-equilibrium relaxation process of a finite system considered in this

thesis corresponds to the anomalous diffusion process. (iv) The final regime is consistent with
the simulation obtained by the phenomenological transport equation. Namely, the statistical
state is actually realized dynamically in a finite system which is composed by the collective
and intrinsic systems coupled with the nonlinear interaction.

5. A generalized fluctuation-dissipation relation of collective motion

5.1 Derivation of a generalized Fokker-Planck equation

Now we are at the position to analytically understand why and how the second regime,
i.e., thermodynamical regime, appears when the number of degrees of freedom of intrinsic
subsystem increases from Nd = 2 to larger one, as Nd = 8. In principle, we can start from the
coupled master equation (43), which includes the full information about the time evolution
of the two subsystems. However, the coupled master equation (43) is still equivalent to the
original Liouville equation (28) and is, in fact, not yet tractable specially for a system far from
the stationary states(30).
As was discussed in above sections, when we mainly focus our discussion on the second
regime, the intrinsic degrees of freedom can be considered to be in fully developed chaotic
situation. In this case, it is reasonable to assume that the effects on the collective system
coming from the intrinsic one are mainly expressed by an averaged effect over the intrinsic
distribution function (Assumption). Namely, the effects due to the fluctuation part H∆(t) are
assumed to be much smaller than those coming from Hη + Hη(t) and are able to be treated
as a stochastic perturbation around the path generated by the mean-field Hamiltonian Hη +

Hη(t)2. In Sec. 3.1.4, a phenomenological transport equation (82) was used in reproducing
our simulated results phenomenologically.

Mq̈ +
∂Um f (q)

∂q
+ γq̇ = f (t), q =

η + η∗
√

2
, (97)

was used in reproducing our simulated results phenomenologically. Here Um f (q) denotes
the potential part of Hη + Hη(t), γ the friction parameter and f (t) the Gaussian white noise
with an appropriate temperature. Since our present main concern is to make clear a relation
between the macro-level dynamics organized by the phenomenological equation like Eq.
(97) (or like Fokker-Planck equation (118) or the macro-level equation (123) discussed in the
following) and the micro-level dynamics by the coupled master equation (43) one step further,
we start with the Hamiltonian of collective degree of freedom, which organizes the collective
distribution function ρη(t), formally written as:

HT
η = Hη + Hη(t) + λH∆,η(t) (98)

where Hη and Hη(t) are defined in Eq. (64) and Eq. (33), respectively. The main differences
between Eq. (97) and Eq. (98) are i) γ and f (t) in Eq. (97) are given by hand, ii) ρξ (t) specifying
the fluctuation effects H∆,η(t) in Eq.(98) is determined microscopically by Eq. (43). What we
are going to discuss in the following, with the aid of Eq. (98), is to understand a change of

2 Hereafter, ’mean-field’ is used to express an average effect over the intrinsic distribution function ρξ(t).

101Microscopic Theory of Transport Phenomenon in Hamiltonian Chaotic Systems

www.intechopen.com



phenomenological parameters in Eqs. (97), (118) or (123) in terms of the fluctuation associated
with the microscopic dynamics ρξ(t) determined by Eq. (43).
In terms of Eqs. (85) and (86), the coupling interaction can generally expressed as

Hcoupl(η, ξ) = λ ∑
l

Al(η)Bl(ξ). (99)

For simplicity, we hereafter discard the summation l in the coupling. The fluctuation
Hamiltonian H∆,η(t) in Eq. (98) then reads

H∆,η(t) = φ′(t)A(η) φ′(t) = B(ξ)− 〈B(ξ)〉3. (100)

With the aid of the partial Hamiltonian (98), the distribution function of collective subsystem
ρη(t) determined by Eq. (43) then may be explored by using the Liouville equation given by:

ρ̇η(t) = −iLT
η ρη(t)

= −i
(

Lη + Lη(t) + λL∆,η(t)
)

ρη(t) (101)

where LT
η and L∆,η(t) are defined as in Eq. (34).

LT
η ∗ ≡ i{HT

η , ∗}PB, (102a)

L∆,η(t)∗ ≡ i{H∆,η(t), ∗}PB (102b)

Here {, }PB denotes a Poisson bracket with respect to the collective variables.
Since, in this section, we are interested in understanding the microscopic dynamics which
is responsible for the appearance of the second regime, we can start our discussion from
a situation where the dephasing processes have finished, which means that the collective
subsystem has reached the situation where the distribution function has the space-reversal
symmetry as shown in Figs. 22 and 22 for t > 100τcol. Considering that the time scale of
dephasing process is much smaller than that of thermodynamical process, the correlation
between dephasing and thermodynamical process might be omissible. In this case, the
Liouvillian equation (101) can be considered to describe the evolution of distribution function
ρη(t) only caused by dissipative mechanism.
Although H∆,η(t) contains the intrinsic variables, in the present formulation, the fluctuation
H∆,η(t) should be considered to be a time dependent stochastic force expressed as φ′(t) in
Eq. (100), and a stochastic average is obtained by taking the integration over the intrinsic
variables with a weight function ρξ (t). Here it should be noticed that the Liouville equation
(101) is an approximation to Eq. (43). Since our present aim is to explore how the effects
on the collective system coming from the intrinsic fluctuation φ′(t) change depending on the
number of intrinsic degrees of freedom as simple as possible, we start with Eq. (101) rather
than Eq. (43). Namely, the collective fluctuation effects originated from A(η) − TrηA(η)ρη

on the intrinsic system ought to be disregarded, because we are now studying the average
dynamics of collective motion.

3 Except specific definition, thereafter, the average is obtained by taking the integration over the intrinsic
variables with a weight function ρξ(t) at time t, say < ∗ >= Trξ ∗ ρξ(t).
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It should be emphasized that we formally express the partial Hamiltonian and Liouville
equation of collective degree of freedom as Eqs. (98) and (101). However, in order to closely
relate our analysis carried out in this section with our numerical simulation as shown in last
two section, the Liouville equation (101) will not be used to determine ρη(t), but be used only
to understand what happens in the collective distribution function ρη(t), which is numerically
obtained by integrating the canonical equations of motion (69) with the Hamiltonian in Eq.
(25).
Let us start our discussion just after the dephasing process has finished. Eq. (101) may now
be a linear stochastic equation with fluctuation term L∆,η(t). When the fluctuation part is
regarded as a perturbation, one may introduce the mean-�eld propagator

Gη(t, t′) = Texp

⎧

⎨

⎩

−i

t
∫

t′

[

Lη + Lη(τ)
]

dτ

⎫

⎬

⎭

(103)

which describes an average time-evolution of the collective system.
Under the help of the mean-�eld propagator Gη(t, t′) and taking the stochastic average over
ρξ (t), one may obtain the master equation for ρη(t) from Eq. (101), as

ρ̇η(t) = −i
{

Lη + Lη(t)
}

ρη(t)

−λ2

∞
∫

0

dτ〈〈L∆,η(t)Gη(t, t− τ)L∆,η(t− τ)〉〉Gη(t− τ, t)ρη(t) (104)

where a symbol ≪ · · · ≫ denotes a cumulant defined as:

≪ AB ≫≡< AB > − < A >< B > (105)

which relates to the average < ∗ >t= Trξ ∗ ρξ (t). A derivation of Eq. (104) is given in
Appendix 10.
In getting Eq. (104) from Eq. (142), we have supposed4 that the collective distribution function
ρη(t) evolves through the mean-field Hamiltonian Hη + Hη(t) from t− τ to t. This is because
the fluctuation effects are so small as to be treated as a perturbation around the path generated
by the mean-field Hamiltonian Hη + Hη(t), and are sufficient to be retained in Eq. (104) up
to the second order in λ. Under the assumption of a weak coupling interaction and of a finite
correlation time τc

〈〈φ′(t)φ′(t′)〉〉 = 0 for
∣

∣t− t′
∣

∣ > τc

an upper limit in the time integration in Eq. (104) may be extended to ∞.
Eq. (104) is valid upto the second-order cumulant expansion. Here

〈〈φ′(t)φ′(t′)〉〉 = 〈φ′(t)φ′(t′)〉 − 〈φ′(t)〉〈φ′(t′)〉

The mean-�eld propagator operator Gη(t, t− τ) provides the solution of unperturbed equation.
That is, there holds a relation

f (η, t) = Gη(t, t− τ) f (η, t− τ), (106)

4 as Condition I in Sect. 2.3.
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provided f (η, t) satisfies a relation

∂ f (η, t)

∂t
= −i

(

Lη + Lη(t)
)

f (η, t) (107)

Since the Liouville equation (107) is equivalent to the canonical equation of motion given by

iη̇a =
∂
(

Hη + Hη(t)
)

∂η∗
a

, (108a)

iη̇∗
a = −

∂
(

Hη + Hη(t)
)

∂ηa
(108b)

there holds a relation

f (η, t) = f (ηt−τ, t− τ)

∣

∣

∣

∣

dηt−τ

dη

∣

∣

∣

∣

= Gη(t, t− τ) f (η, t− τ) (109)

∣

∣dηt−τ/dη
∣

∣ being a Jacobian determinant.
Using the above relation, Eq. (104) can be simplified as

ρ̇η(t) = −i
{

Lη +Lη(t)
}

ρη(t)

−λ2

∞
∫

0

dτ

∣

∣

∣

∣

dηt−τ

dη

∣

∣

∣

∣

〈〈L∆,η(t)L−τ
∆,η(t− τ)〉〉

∣

∣

∣

∣

dη

dηt−τ

∣

∣

∣

∣

ρη(t) (110)

where

L∆,η(t)∗ ≡ iφ′(t) {A(η), ∗} , (111)

L−τ
∆,η(t− τ)∗ ≡ iφ′(t− τ)

{

A(ηt−τ), ∗
}

. (112)

With Hamiltonians Hη and Hη(t) as defined in Eq. (64) and (33), one may easily get an
analytical form of mapping η → ητ by solving the unperturbed equation (108)

q(τ) = q cos ω′τ +
p

Mω′ sin ω′τ (113a)

p(τ) = −qMω′ sin ω′τ + p cos ω′τ (113b)

where we have used the relation (85) and the relation defined by

ω′2 = ω2 +
2λ〈

{

q2
1 − q2

1,0

}

〉
M

The Jacobian determinant of this mapping reads

∣

∣

∣

∣

dη−τ

dη

∣

∣

∣

∣

=

∣

∣

∣

∣

dη

dη−τ

∣

∣

∣

∣

= 1 (114)

104 Chaotic Systems

www.intechopen.com



because ω′ does not practically depend on time. In terms of the coupling interaction (86), the
fluctuation Hamiltonian H∆,η(t) in Eq. (100) can be explicitly written as

H
η
∆
(t) = φ′(t)

{

q2 − q2
0

}

, (115a)

φ′(t) =
{

q2
1 − q2

1,0

}

− 〈
{

q2
1 − q2

1,0

}

〉. (115b)

With the help of Eq. (115), the culmulant in Eq. (110) can therefore be expressed

〈〈L∆,η(t)L−τ
∆,η(t− τ)〉〉 = −〈〈φ(t)φ(t− τ)〉〉q ∂

∂p
q(t− τ)

∂

∂p(t− τ)
(116)

where φ(t) = 2φ′(t). Considering
(

η−τ
)τ

= η and using Eqs. (113), one gets

q(t− τ)
∂

∂p(t− τ)
=
(

q
sin ω′τ cos ω′τ

Mω′ − p
sin2 ω′τ
M2ω′2

) ∂

∂q

+
(

q cos2 ω′τ − p
sin ω′τ cos ω′τ

Mω′
) ∂

∂p
(117)

Finally, Eq. (110) can be explicitly written as:

∂ρη(t)

∂t
=

{

Le f f + λ2

(

β1q
∂

∂p

(

q
∂

∂q
− p

∂

∂p

)

+ β2q
2 ∂

∂p2
− β3q

∂

∂p
p

∂

∂q

)}

ρη(t) (118)

where

Le f f = − p

M

∂

∂q
+ Mω′2q

∂

∂p

is an effective unperturbed (mean-field) Liouvillian of the collective system. The parameters
β1, β2 and β3 are expressed as the Fourier transformations of the correlation functions of
intrinsic system:

β1 =
1

Mω′

∞
∫

0

dτ〈〈φ(t)φ(t− τ)〉〉 cos ω′τ sin ω′τ (119a)

β2 =

∞
∫

0

dτ〈〈φ(t)φ(t− τ)〉〉 cos2 ω′τ (119b)

β3 =
1

M2ω′2

∞
∫

0

dτ〈〈φ(t)φ(t− τ)〉〉 sin2 ω′τ (119c)

Eq. (118) is the two-dimensional Fokker-Planck equation. The first term on the right-hand
side of Eq. (118) represents the contribution from the mean-field part Hη + Hη(t), and
the last three terms represent contributions from the dynamical fluctuation effects H∆,η .
The parameters β1, β2 and β3 establish the connection between the macro-level dynamical
evolution of collective system and the micro-level fluctuation of intrinsic one.
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5.2 Fluctuation-dissipation relation & correlation functions

With the same definition of ensemble average5 as Eq. (75), one can find the identity

d〈X〉
dt

=
∫

X
dρη(t)

dt
dqdp (120)

which is valid for any collective variable which does not explicitly depend on time. When
one inserts the equation (118) into (120), and evaluates the individual term by observing the
standard rule:

∫

A
{

B,C
}

PB
dqdp =

∫

{

A, B
}

PB
Cdqdp (121)

one can obtain the equation of first moment:

d〈q〉
dt

=
〈p〉
M

d〈p〉
dt

= −λβ3

M
〈p〉 −

[

Mω′2 − λ2 β1

M

]

〈q〉 (122)

or in a compact way as

M〈q̈〉 + Γ〈q̇〉+

[

Mω′2 − λ2 β1

M

]

〈q〉 = 0 (123)

Γ =
λβ3

M
=

λ

M3ω′2

∞
∫

0

dτ〈〈φ(t)φ(t− τ)〉〉 sin2 ω′τ (124)

Here the parameter Γ (or β3) represents the damping effects on collective dynamical motion
coming from the fluctuation interaction, which originates from the chaoticity of intrinsic
subsystem. Eq. (124) can be regarded as a phenomenological Fluctuation-Dissipation relation
and the damping phenomenon (described by β3 or Γ) implies that the energy is irreversibly
dissipated from collective subsystem and absorbed by intrinsic one.
Applying the similar procedures for obtaining Eq. (123), one may derive an equation of
motion for the second moments

d

dt

⎡

⎣

〈qq〉
〈pp〉
〈qp〉

⎤

⎦ =

⎡

⎢

⎣

0 0 2
M

4λ2M2ω′2β3 + 2λ2β2 −4λ2β3 −2Mω′2 − 2λβ0

−M2ω′2 − λβ0 + 2λ2β1
1
M −4λ2β3

⎤



⎦

⎡

⎣

〈qq〉
〈pp〉
〈qp〉

⎤

⎦ (125)

A real eigenvalue of the matrix in above equation indicates an instability of collective
trajectory which is caused by the chaoticity of intrinsic trajectory through fluctuation
Hamiltonian H∆,η(48).
Equations (118), (123) and (125) have set up an phenomenological relation among the
micro-level properties of the intrinsic subsystem and the macro-level time evolution of
collective subsystem through microscopic correlation functions.
Employing the numerical simulation results for Eq. (69), we calculate the correlation function
〈〈φ(t)φ(t− τ)〉〉 at t = 120τcol for the case with Nd = 2, 4 and 8 as shown in Fig. 24. Generally

5 Ensemble average means integration over the collective variables with a weight function ρη(t) at time
t, say < ∗ >= Trη ∗ ρη(t).
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Fig. 24. Correlation function at t = 120τcol for the case with Nd = 2, 4 and 8. Parameters are
the same as Fig. 16.

speaking, the correlation function 〈〈φ(t)φ(t− τ)〉〉, as well as the parameters β1, β2 and β3

may have a strong time dependence, when the intrinsic system undergoes a drastic change
like in the dephasing regime. Since, in the present context, we want to understand why
the second regime, i.e., thermodynamical regime, appears when the number of degrees of
freedom of intrinsic subsystem increases from Nd = 2 to larger one, as Nd = 8, it is reasonable
for us to select a moment, just after the dephasing process has finished. From Figs. 16 ∼ 23,
it can be seen that t = 120τcol is just corresponds to such the moment. This is the reason why
we calculate the correlation function at t = 120τcol.
From Fig. 24, one can see that the correlation function for the case with Nd = 2 is very weak
and oscillates around 〈〈φ(t)φ(t− τ)〉〉t = 0. In this case, the main influence of the intrinsic
subsystem on collective one acts as a source of dephasing, and has finished before t = 120τcol
. As Nd increases, the magnitude of the correlation function becomes large and behaves like a
“colored noise” with finite correlation time τc:

〈〈φ(t)φ(t− τ)〉〉 ∼ e−
τ
τc

From this calculation, the correlation function seems to reach a δ function which represents a
“white noise” when Nd increases to infinite. This results verify our understanding as shown
in Sec. 3.2 and 4:

• The dephasing regime is the main mechanism for the small number of freedom (say, two)
case.

• Both the dynamical description and conventional transport approach can provide us with
almost same macro- and micro-level mechanisms only for the system with very large
number of degrees of freedom, however, for the finite system, the statistical relaxation
is an anomalous diffusion and the fluctuation effects have �nite correlation time.

In fact, the approximation of “white noise” is never exactly realized for the realistic physical
system, specially for the finite system. What must be done is to consider the noise and
the physical system within which, or upon which, it is operating together. Specifically, the
finite-time correlation of noise must be taken into account.
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Nd 2 4 8 16
β3 0.201 0.530 0.820 1.773

Table 2. Calculated values of parameter β3 at t = 120τcol for the case with Nd=2, 4, 8 and 16,
respectively.

Using above results of correlation function, we calculate the parameter β3 as shown in Table
2. As is obviously seen, the damping effects on collective dynamical motion will increases
when the number of degree of freedom increases. For the case with small number of degree
of freedom, the damping effects are too small to make the second regime realized. This
understanding is consistent with our conclusion stated in Sec. 3.1.4-3.1.5 and in our previous
paper(30), where we pointed out that the dephasing mechanism is essential for the damping of
the collective energy in the case with two degrees of freedom. However for the case with larger
number of degree of freedom as Nd = 8 or more, the damping effects become appreciable
and make the collective system thermodynamically relaxed to an equilibrium state. This
result provides us with a microscopically understanding on how and why the second and
third regimes are realized for the collective system coupled to the intrinsic system with an
appropriately large number of degrees of freedom.
At the end of this section, we want to discuss on the fluctuation-dissipation relation of
collective motion (124). As mentioned in Sec. 3.2.2, the energy equipartition among every
degrees of freedom can be expected in the final regime for the case with relatively larger
number of degrees of freedom, as Nd=8. This situation just corresponds to a case where
the conventional transport equation is applied and the fluctuation-dissipation relation of the
collective motion is expected.
Since the collective energy is given by

〈E〉 =
〈p2〉
2M

+
1

2
mω3〈q2〉, (126)

which is derived from Eq. (64), one may evaluate a rate of collective energy change as

d〈E〉
dt

=

[

4λ2M2ω′2β3 + 2λ2β2

2M
〈qq〉 − 4λ2β3

2M
〈pp〉

]

(127)

by using Eq. (125). Since the energy interchange between the two subsystems is supposed to
have finished on the average in the third regime„ that is, from Eq. (127), the relation

[

(2M2ω′2β3 + β2)〈qq〉 − 2β3〈pp〉
]

= 0 (128)

should be satisfied. Figure 25 shows the results of the right-hand-side of equation (127). It is
clearly seen that a relation (128) is actually satisfied on the third regime.
To summarize this section, one may get the following conclusions. The damping mechanism
caused by fluctuation interaction is the main reason of the appearance of the thermodynamical
process. When the number of intrinsic degrees of freedom is relatively large (as Nd=8), the
damping mechanism makes the realization of the thermodynamical process and the saturated
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Fig. 25. Rate of collective energy change in Eq. (127). Correlation function 〈〈φ(t)φ(t− τ)〉〉 is
calculated at t = 240τcol for Nd = 8. Parameters are the same as Fig. 16

situation. In this case, the traditional Fokker-Planck equation is safely used in describing the
thermodynamical process, and a Fluctuation-Dissipation relation is well realized.
It should be pointed out that, in this section, we have used the microscopic master
equation (104) rather than the coupled master equation (43), in order to analytically study
the microscopic dynamics responsible for the macro-level dissipative motion as plainly as
possible. Although the similarity between Eq. (104) and Eq. (43) is obvious, the former does
not includes the effects coming from the response functions which are also known to play
an important role in understanding an interrelation between the micro-level and macro-level
dynamics. Since the effects of the response function was explored in our previous paper(21),
and since the former is convenient to show the physical role of the correlation function clearly,
in this section, we have started our analytical discussion from Eq. (104). Apparently, it is our
next subject to study the role of the dynamical correlation and dynamical response functions
more deeply and more comprehensive way.

6. Linear and nonlinear coupling

According to the SCC method, which has been developed to optimally divide the total space
into the relevant and irrelevant subspaces, there should not remain any linear coupling
interaction between two spaces. In other words, one may optimally divide the total system
into the two decoupled subsystems by using such a dynamical condition that the linear
coupling between them should be eliminated. Since a ratio between the time scale of the
well developed collective motion and that of the single-particle motion is typically less than
one order of magnitude in such a finite system as nucleus, it is a very important task to
carefully study how the relevant degrees of freedom are distinguished from the rest degrees
of freedom. On the basis of the SCC method, one may state that the separation of the total
system into two subsystems coupled with a linear interaction has no physical meaning in a
finite system, because a choice of the coordinate system , i.e., a separation between the relevant
and irrelevant coordinates remains arbitrary when there remains a linear coupling between
them. This statement is easily recognized when one remembers that the harmonic oscillators
coupled with the linear interaction reduce to the uncoupled harmonic oscillators by a proper
choice of the coordinate system. Here, we do not intend to extend the above statement for
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Fig. 26. The distribution of the partial Hamiltonian 〈Hη〉, 〈Hξ 〉, 〈Hcoupl〉 and 〈H〉 for Nd = 8
and ∆ = 0.02

the infinite system, because there is many order of magnitude difference between a time scale
of the macroscopic motion and that of the microscopic one, and there are huge number of
degrees of freedom in the infinite irrelevant system.
In order to explore the different effects between the linear and nonlinear coupling interactions
on the dissipative process, we have made a numerical simulation for the β Fermi-Pasta-Ulam
(β-FPU) model described in Sec. 3.2.1. The collective Hη , intrinsic Hξ are the same as in Sec.
3.2.1, but a coupling Hcoupl Hamiltonians is given as

Hcoupl = ∆q · q1. (129)

The numerical results are illustrated in Fig. 26. In Fig. 26(a), the coupling is switch on from
the beginning, whereas in Fig. 26(b) it is switch on at τsw = 500τin when a chaotic situation
has been well realized in the intrinsic system. In Fig. 26(a), one may observe small energy
transfer from the collective to the intrinsic system when the system reach its stationary state
at t ≈ 400τin . Namely < Hξ > becomes a little bit greater than 80 and < Hη > less than
10. Before reaching their stationary states, especially at the early stage at t ≤ 100τin , there are
violent energy exchange between the collective and intrinsic systems. Since it is not allowed to
apply some statistical treatment for the intrinsic system in this early stage when no stationary
state is realized for it, there might be no reason to apply the Langevin type equation for a case
in Fig. 26(a). In other words, the above energy transfer may not be understood in terms of
the macroscopic terms. When one switches on the coupling after the chaotic state has been
realized in the intrinsic system, there is almost no energy dissipation in the collective motion
as is seen from Fig. 26(b).
An essential difference between the linear and nonlinear coupling cases may be understood as
follows: As is seen from Eq. (77), the coupling Hcoupl produces the mean field potential Hη(t)

in the case of the nonlinear coupling, because the second moment < ∑
2
i=1{q2

i + p2
i } > has

some value when the intrinsic system reaches some stationary state. It is recognized from
Eq. (81) that this average effect plays a decisive role to define an amount of transferred
energy from the collective system to the environment, like the friction force. On the other
hand, Hcoupl does not produce any averaged effects on the collective motion in the case with
the linear coupling, because there holds a relation < qi >= 0 when the statistical state is
realized in the intrinsic system. With regards to the β-FPU model, one may conclude that the
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energy dissipation phenomena may not be expected for a finite system, although the other
main numerical results described in Ref. (26) have been reproduced.
However, as mentioned in Sec. 3.2.3, the nonequilibrium relaxation regimen (or called as
thermodynamical regimen) may also be understood by the Linear Response Theory (24; 26;
27) provided that the number of degrees of freedom is sufficient large. Our numerical results,
as shown in Fig. 27, confirm this conclusion. The number of degrees of freedom Nd is chosen
as 64, which almost can be considered as infinite. There still remain some unsolved questions
for the case with a linear coupling interaction, such as: what is the microscopic reason for
energy dissipation in the case with very large number of degrees of freedom (as Nd > 64);
what is the difference in microscopic dynamics between the cases with very large and small
number of degrees of freedom, and furthermore, why a linear coupling interaction can remain
between relevant and irrelevant degrees of freedom for producing the Ohmic dissipation for
relevant motion, why the linear response theory can be applied for the micro-variables which
have a very short time scale in comparison with that for the macro-variables. Such the problem
will be investigated in our further works.

7. Summary

We have systematically discussed the characteristic features of non-equilibrium processes
for a microscopic Hamilton system with finite degrees of freedom without introducing any
statistical ansatz.
The total system is self-consistently and optimally divided into the relevant and irrelevant
degrees of freedom in a way consistent with the underlying microscopic dynamics for aiming
to properly characterize the collective motion, where the linear coupling between the relevant
and irrelevant degrees of freedom is eliminated by the maximally-decoupled coordinate
system. This division in the degrees of freedom turns out to be very important for exploring
the energy dissipation process and nonlinear dynamics between the collective and intrinsic
modes of motion.
A macroscopic transport equation has been derived from the fully microscopic master
equation for a microscopic system composed of the one collective degree of freedom system
coupled to an intrinsic system with finite degrees of freedom through a weak interaction, by
clarifying necessary underlying conditions.
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It has been found that the macro-level statistical aspects are strongly related to an appearance
of micro-level chaotic motion, and the dissipation of collective motion is realized through
dephasing, statistical relaxation and equilibrium regimes. Dominant stage changes depending
on the number of intrinsic degrees of freedom. It has been clearly clarified that both the
dynamical description and conventional transport approach can provide us with almost same
macro- and micro-level mechanisms only for the system with very large number of degrees of
freedom, however for the finite system, the statistical relaxation is anomalous diffusion and
the fluctuation effects have finite correlation time.
It is interesting to notice that the nonequilibrium relaxation regime is characterized not by the
usual BG entropy, but by the nonextensive entropy with α < 1, which has been used to extend
the thermodynamics to a system with a fractal structure.
Under the help of analytical analysis, we have shown that the energy transport process can
be safely described by a Fokker-Planck- and Langevin-type equation, when the number of
intrinsic degrees of freedom is relatively large. In this case, the intrinsic subsystem exhibits
a very interesting role as a finite heat bath and the fluctuation has the finite correlation time
(as colored noise). Only when the number of degrees of freedom for the intrinsic system is
infinite, the intrinsic subsystem can be treated as a statistical heat bath with white noise.
This study provides a general framework for studying the dissipative collective motion of
such the systems as atomic, nuclei and biomolecule whose environment is not infinite.
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10. Appendix

Derivation of Eq. (104)

In this appendix, a derivation of the master equation (104) is discussed. From the definition
in Eq. (103), one can get that the mean-field propagator Gη(t, t′) satisfies the relation

dGη(t, t′)
dt

= −iλ
(

Lη + Lη(t)
)

Gη(t, t′) (130)

and has the properties

Gη(t, t1)Gη(t1, t′) = Gη(t, t′) (131a)

G−1
η (t, t′) = Gη(t′, t) (131b)

where G−1
η (t, t′) is the inverse propagator of Gη(t, t′)

With the aid of the mean-field propagator, the solution of Eq. (101) can be formally expressed
as:

ρη(t) = Gη(t, 0)ρ′η(t) (132)

which satisfies the equation

ρ̇η(t) = Ġη(t, 0)ρ′η(t) + Gη(t, 0)ρ̇′η(t) (133)

With Eq. (130), one gets

ρ̇η(t) = −iλ
(

Lη + Lη(t)
)

Gη(t, 0)ρ′η(t) + Gη(t, 0)ρ̇′η(t) (134)

Inserting Eq. (132) into the r.h.s. of Eq. (101) and comparing with Eq. (134), one can easily get

ρ̇′η(t) = −iλL′
∆,η(t)ρ′η(t), (135)

where
L′

∆,η(t) = G−1
η (t, 0)L∆,η(t)Gη(t, 0) (136)

Eq. (135) is a linear stochastic differential equation. Applying cumulant expansion
method(77), one has

ρ̇′η(t) = −iλ〈〈L′
∆,η(t)〉〉ρ′η(t)

−λ2

t
∫

0

dτ〈〈L′
∆,η(t)L′

∆,η(τ)〉〉ρ′η(t) (137)

where a symbol ≪ · · · ≫ denotes a cumulant defined as:

≪ AB ≫≡< AB > − < A >< B > (138)

which is related to the average over the intrinsic degrees of freedom

< · · · >≡ Tr{· · · }
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Eq. (137) is valid upto the second order in λ. According to a definition of the fluctuation
Hamiltonian H∆,η(t) in (100), the first-order term in (137) is zero since there holds a relation

〈〈L′
∆,η(t)〉〉 ∼ 〈〈φ′(t)〉〉 = 〈φ′(t)〉 = 0 (139)

one thus obtains

ρ̇′η(t) = −λ2

t
∫

0

dτ〈〈L′
∆,η(t)L′

∆,η(τ)〉〉ρ′η(t) (140)

Inserting (140) into (134), one has

ρ̇′η(t) = −iλ
(

Lη + Lη(t)
)

Gη(t, 0)ρ′η(t)

−λ2

t
∫

0

dτGη(t, 0)〈〈L′
∆,η(t)L′

∆,η(τ)〉〉ρ′η(t) (141)

With the relation (131), (132) and (136), Eq. (141) can be read as

ρ̇′η(t) = −iλ
(

Lη + Lη(t)
)

ρη(t)

−λ2

t
∫

0

dτ〈〈L∆,η(t)Gη(t, τ)L∆,η(τ)〉〉Gη(τ, t)ρη(t) (142)

Making the variable transformation τ −→ t− τ, one can have

ρ̇′η(t) = −iλ
(

Lη + Lη(t)
)

ρη(t)

−λ2

t
∫

0

dτ〈〈L∆,η(t)Gη(t, t− τ)L∆,η(t− τ)〉〉Gη(t− τ, t)ρη(t) (143)

This is just Eq. (104).
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