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Neural Fuzzy Based Indoor Localization by 
Extending Kalman Filtering with Propagation 

Channel Modeling 

Bing-Fei Wu, Cheng-Lung Jen and Kuei-Chung Chang 
National Chiao Tung University   

Taiwan 

1. Introduction      

In this chapter, an indoor localization based on the Received Signal Strength Indication 
(RSSI) from the Wireless Local Area Network (WLAN) and the Adaptive Neural Fuzzy 
Inference system (ANFIS) is proposed. Over the last few years, the wireless local area 
networks based on IEEE802.11b (also named WiFi) and location-based service have been 
flourishing and increased demand. The wireless networks have become a critical part of the 
networking infrastructure, and capable for mobile devices equipped with the WLAN to 
receive the radio signal for networking. Location-aware computing is a recent interesting 
research issue that exploits the possibilities of modern communication technology due to the 
location-based service which has a great potential in areas such as library or museum tour-
guide, free mobility and nursing at home, patient transporting in the hospital and easy 
going capability in the shopping mall. 
The location of a mobile terminal can be estimated by using the strength of the radio signal 
with the WLAN. However, the unpredictability of signal propagation through indoor 
environments is the key challenge in the indoor positioning from the strength of the WLAN 
signals. It is difficult to provide an adequate likelihood model of signal strength 
measurements. Thus, the main focus of research in this area have been on the development 
of the technique that can generate the accurate empirical model from the training data 
collected in the test area and the real-time recursive estimation for the mobile user. 
There are many important propagation models based on the localization techniques. (Bahl & 
Padmanabhan, 2000; Wassi et al., 2005; Li, B.; Salter & Dempster, 2006) addressed the range 
based approach, such as pattern matching that relies on the range measurement to compute 
the position of the unknown node. (Kotanen et al., 2003) offered the design and 
implementation of a Bluetooth Local Positioning Application (BLPA). First, they converted 
the received signal power to the distance, according to a theoretical radio propagation 
model, and then, the Extended Kalman Filter (EKF) is used to compute 3-D position with the 
basis of distance estimates. 
 (Ito & Kawaguchi, 2005) introduced a Bayesian frame work for indoor positioning over the 
IEEE 802.11 infrastructure, which investigated the direction and distribution of the signal 
strength for the pre-observation model, and then a location of the mobile device can be 
computed by using the Bayesian filtering (Fox et al., 2003). (Seshadri, 2005) provided a 

Source: Kalman Filter, Book edited by: Vedran Kordić,  
 ISBN 978-953-307-094-0, pp. 390, May 2010, INTECH, Croatia, downloaded from SCIYO.COM
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probabilistic approach based indoor localization that uses the received signal strength 
indication as only sensor reading in the Wireless Sensor Networks (WSN), the estimation of 
location and orientation are computed by a Bayesian filter on the sample set derived using 
Monte-Carlo sampling. Subject to the power map obtained through the field measurements 
(Morwlli et al., 2006), the position of a moving user can be estimated and tracked by using 
the particle filtering that implemented an irregular sampling of a posterior probability space 
for lower computational power required.  
An artificial neural network based work with the supervised learning strategy to reduce the 
localization error caused by the interference, reflection and other unexpected interruption is 
presented in (Battiti et al., 2002; Ocana et al., 2005; Ahmad et al., 2006; Ivan & Branka, 2005). 
During the offline phase, RSSI and the corresponding location coordinates are adopted as 
the inputs and the targets for the training purpose. The input vector of signal strengths is 
multiplied by the trained input weight matrix. Thus the location of a mobile device is 
directly obtained by the outputs of the trained neural network without the detailed 
knowledge of the access point locations and the specific building characteristics. An indoor 
localization according to the Maximum Likelihood (ML) algorithm is applied to the 
measured reference radio map of RSSI (Hatami, 2006), and then an empirical radio map 
generated form propagation model is compared with the performance of the nearest 
neighbor method and ML location estimation. (Teuber et al., 2006) proposed a two-stage 
fuzzy inference system to determine the locations on the basis of Signal-to-Noise Ratio 
(SNR) in the WLAN measurements and Euclidean distance fingerprints.  
In this research, a comprehensive study of the wireless indoor localization based on the 
three kinds of the propagation channel modeling is addressed. Due to the unpredictability 
of radio propagation such as the interference, reflection and multipath effects, the adaptive 
neural fuzzy inference system based on the supervised self-learning strategy is proposed to 
adapt the indoor environment and reduce the erroneous mapping of the physical distances 
from RSSI values. In addition, an alternative approach such as interpolation is offered to 
extend the capability of the propagation model for the small, median and large scale 
environment, which provides the possibility and the flexibility for the adaption of the 
indoor positioning. The presented techniques can be developed without any hardware 
factors of the access point and the knowledge of the test environment. Furthermore, a curve 
fitting based method is used to compare with the ANFIS and the interpolation. Finally, the 
extended Kalman filtering is used to perform the location estimation of the mobile terminal 
in the real indoor environment with 4 access points only.  
This chapter is organized as follows. Section 2 introduces the problem formulation for the 
WLAN indoor positioning and an overview of the proposed appraoch. Section 3 develops 
three kinds of the radio wave propagation channel models based on the curve fitting, 
interpolation and neural fuzzy based approach, respectively. Section 4 presents a position 
estimation computed by using the extended Kalman filtering with the basis of the distance 
estimates. Section 5 provides a description of the experimental evaluation of the proposed 
indoor positioning techniques and reports the results. Conclusion and the future work are 
given in Section 6. 

2. Problem formulation 

The accuracy and coverage provided by Global Positioning Systems (GPS) or cellular 
systems are limited in indoor environments. The WLAN standard IEEE 802.11, operating in 
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the 2.4GHz Industrial, Scientific and Medical (ISM) band, has become a critical part of a 
public space. Since the wireless information access based on the IEEE 802.11 is now widely 
available, there is a high demand for accurate positioning in wireless networks, including 
indoor and outdoor environments. The WLAN positioning is favored because of its cost 
effectiveness and terminal-based service, while the sensing and positioning are performed 
on mobile devices. In this study, the WLAN signal strength is used to estimate the 
corresponding physical distances between the access point and terminal device, and then, a 
location inference technique based on Kalman filtering is proposed for determining the 2-D 
location of a mobile device user.  
 The indoor environment shown in Fig. 1 consists of one corridor, five classrooms and one 
bathroom with many walls is utilized to demonstrate the proposed wireless indoor 
localization scheme. The dimension of the experimentation area is 20.6 meters by 37.4 
meters with only 4 APs. Each of the access points provides only partial coverage of the 
environment. These four access points were mounted on the wall with a height 2.7 meters in 
the classroom, and the localized mobile device was placed at the height 1.2meter. It is clear 
that the structure of the test environment is not an ideal free space while there were many 
unpredictable factors such as the propagation interference, reflection, multipath effects, 
obstacles, radio noise and clustered pedestrian in this area at the same time. 
 

 

Fig. 1. Map of the experimentation area. 

To investigate the characteristics of the WLAN signal propagation, the access points are 
scanned and the received signal strength indication values are collected. The received signal 
strength (in the unit of dBm) and noise were obtained by the WLAN adapters in the interval 
of 2.5 meters, up to about 40 meters. The WLAN client gathered the received signal strength 
indication value from every access point 200 times. It is observed from Fig. 2, the 
measurements of WLAN signal of AP3 at the location coordinate (5, 5) is stochastic and 
complex induced by the radio multipath effect, interference, reflection, and interference.  
The histogram and an approximately probability density function of the measurement form 
AP3 are shown in Fig. 3. It is clear that the distances are converted with the inevasible 
mapping error from the received signal strength due to the standard deviation of 
distribution. In particular, it is difficult to avoid the problem under the unpredictability of 
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signal propagation through the indoor environments. Thus, indeed a propagation channel 
model with the adaption for the RSSI-physical distances mapping is needed for the accurate 
evaluation for the mobile device location. 
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Fig. 2. Measurement from the AP3 at room EE102. 
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Fig. 3. WLAN signal strength distribution for AP3 at room EE102. 

The wireless indoor localization scheme proposed herein is shown in Fig. 4, which is 
divided into two phases, i.e. offline training phase and online estimation phase. The first 
step, the training phase (also called calibration phase), is the determination of the 
dependency between the Received Signal Strength (RSS) and the certain location. It is a 
challenging task in indoors because of the radio interference, multipath, shadowing, non-
line-of-sight propagation caused by the environment characteristics such as walls, humans, 
and other rigid obstalces. In this study, the RSS-position dependency is characterized using 
the techniqques such as radio propagation model by curve fitting, interpolation, and the 
neural fuzzy inference system with the training data. The proposed radio propagation 
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modeling appraoches can be used to capture the combined effects of path loss and non-ideal 
effects mentioned above relating on the empirical data obtained by a mobile device to the 
distance from an AP. Then the second step, online estimation phase,  which is based on the 
available distance estimates from the positions localized in the test area, is determined by 
using the extended Kalman filtering. 
 

 

Fig. 4. Overview of the proposed indoor localization. 

3. Indoor propagation channel modeling 

The WLAN indoor positioning relies on the knowledge obtained in the training phase. A 
good training procedure should have two features: an accurate mapping relationship based 
on a large quantity of the empirical data, and a radio map training procedure that is not too 
complex. These two objectives, however, are often in conflict. To obtain an accurate 
mapping relationship requires a large number of samples, resulting in a heavy burden on 
the training procedure and computing load. To trade off these two objectives, three kinds of 
methodologies for channel modeling in the training scheme are addressed as bellow.  
The path loss is the loss between the transmitting antenna and receiving antenna and can be 
described as  

 TX RXL P P= − , (1) 

where L  is the total power loss which is caused by indoor channel effects, RXP  and TXP  are 

received signal power and transmitted signal power, respectively, in the unit of dBm. 
The RSSI values are converted to the physical distances by using a radio wave propagation 
model (Rappaport, 2001) in model-based localization typically. The model gives the distance 
d as 

 20log( ) 20log(4 ) 10 log( )RX TX TX RXP P G G n d Xαλ π= + + + − − − . (2)     

In (2), d (meter) is the distance between the transmitter and the receiver. PTX (dBm) is the 
transmitting power and PRX (dBm) is the power level measured by the receiver of the mobile 
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device. GTX (dBi) and GRX (dBi) are antenna gains respectively to the transmitter and the 
receiver. Wavelength is λ (meter) and n denotes influence of walls and other obstacles. Error 

is also included in the equation by Xα which is a normal random variable with standard 

deviationα . To reduce the converting error between the path loss and the corresponding 

distance, subject to the training data, three techniques of propagation modeling, curve 
fitting, interpolation, adaptive neural fuzzy network inference system, are presented as 
follow to decrease the false positioning. 

3.1 Curve fitting 

First, the curve fitting technique is applied based on the polynomial regression (Rao, 2002) 
with the least-squares error sense to realize the propagation model while the RSSI data 
exhibiting a nonlinear behavior with physical distances at a mobile device to the access 
points. The polynomial regression can be used by assuming the following relationship: 

 2
0 1 2

m
RSS x x m xy a a d a d a d= + + + +A , (3)     

where RSSy is the path loss approximation function with respect to the traveled distance, the 

constants 0 , , ma a… are the parameters for polynomial regression and xd is the distance 

between the receiver and the transmitter. If there are N training data points (
ix

d ,
iRSSy ), i = 

1, 2, …, N, the error ie  for the thi  data point is defined by  

 2
0 1 2( )

i i i i

m
i RSS x x m xe y a a d a d a d= − + + + +A . (4)     

The sum of the squared error is given by  

 2 2 2
0 1 2

1 1

{ ( )}
i i i i

N N
m

i RSS x x m x

i i

S e y a a d a d a d

= =

= = − + + + +∑ ∑ A . (5)     

The order of polynomial fit, m, is chosen as 2, 3 and 5, respectively, to illustrate the results of 
propagation modeling by the curve fitting with the training data. It can be observed from 

Fig. 5, usually the low-order polynomials are used to obtain a better fit. For 4m ≥  or 5, the 

approximation tends to become ill conditioned and the round-off errors make the solution 

of coefficients 0 , , ma a…  inaccurate.  

3.2 Interpolation 
The theoretical model (2) is usually adopted to present the ideal relationship between the 
signal power and distance under known parameters of the transmitter and the receiver. The 
localization method based on such an ideal model is inaccurate since it is impossible in that 
the perfect modeling for specific conditions of the indoor environment, e.g. multipath and 
shadowing. Hence, an interpolation method is proposed to solve the propagation modeling 
without any unknown parameters by using the training data collected in the offline phase. 
This approach is employed to remove the unknown parameters in (2) by two Reference 

Nodes (RN). Define i

jRN as the thj  RN with respect to the thi  access point, where 1,...,i M= ,  

M is the number of detectable access point, (M=4 in this work) and 1,2j = . i

jRN  can be 

chosen from the training points and corresponding RSSI values. Therefore, it is clear that 
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Indoor propagation channel modeling using Curve fitting
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Fig. 5. Propagation modeling based on curve fitting using the polynomial with order 2, 3 
and 5. 

  1 120log( ) 20log(4 ) 10 log( )RX TX TX RXP P G G n d Xαλ π= + + + − − − , (6) 

and 

 2 220log( ) 20log(4 ) 10 log( )RX TX TX RXP P G G n d Xαλ π= + + + − − − , (7) 

where 1d  and 2d  are two arbitrary reference distance, 1RXP  and 2RXP  are corresponding 

received power computed by (2). From (6) and (7), it is not hard to derive the interpolation 

model by 2 1 2( ) / ( )RX RX RX RXP P P P− −  such that 

 2
1 2 2

1 2

log( ) log( )
( )

log( ) log( )
RX RX RX RX

d d
P P P P

d d

−
= − +

−
. (8) 

Figure 6 gives an illustration for the propagation modeling based on the interpolation 

method which shares the first reference node ( 1

iRN , 1,...,4i = ) that 1RXP equals to -44.9 dBm 

and 1d  is referred to 2.1 meter and combines another RN. The all points, A to L, are the 

candidates of i

jRN  for the interpolation method. 

In Fig. 7, it is obviously that the presented approach using the different reference nodes and 

referred RSSI values can be used to provide severe propagation models with distinct 

characteristics and attenuations for the adaption of the environment. The proposed 

interpolation methodology could be not only extended to perform a large scale test 

environment wireless positioning but also realize a converting for RSS-position dependency 

without any hardware parameter and the existing environment knowledge. Therefore, an 

optimum modeling may be provided by trying for the combination of different reference 

nodes to yield a better performance for the indoor localization. 
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Fig. 6. An example for the interpolation method based modeling with different chosen from 
RNs. 
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Fig. 7. An Example for interpolation based model by using empirical data collected form 
AP1. 

3.3 Adaptive neural fuzzy inference system  

In this subsection, a hybrid intelligent approach for the radio propagation modeling is 
proposed. We combine the ability of a neural network to learn with the fuzzy logic to reason 
in order to form an adaptive neural fuzzy inference system (Jang, 1993) with Takagi & 
Sugeno fuzzy rules whose consequents are linear combinations of their preconditions. A 
fuzzy inference system is a knowledge representation where each fuzzy rule describes a 
local behavior of the system. The goal of ANFIS is to find a model or mapping that will 
correctly associate the inputs (RSSI values) with the target (physical distances). For 
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simplicity, assume that the system has two inputs 1x  and 2x , and one output y , the rule 

base contains two TSK fuzzy rules as follows: 

1R ：If  1x   is 1
1A  AND 2x   is 1

2A , THEN y is 1 1 1
1 0 1 1 2 2f a a x a x= + + ; 

2R ：If  1x   is 2
1A  AND 2x  is 2

2A , THEN y  is 2 2 2
2 0 1 1 2 2f a a x a x= + + . 

The corresponding architecture of ANFIS is shown in Fig. 5, where ( )j
i

iA
xμ  is called the 

Membership Function (MF) for the fuzzy set { ,( ( )) | }i
j

i

j A
A x x x Xμ= ∈ , for 1,2i =  and 1,2j = , 

X is referred to as the universe set.  The connected structure shown in Fig. 8, the input and 
output nodes represent the training values and the predicted values, respectively, the 
different layers with their meaning are described as bellow: 
Layer 1. Every node in this layer acts as an MF, and its output specifies the degree to which 

the given ix  satisfies the quantifier i

jA . 

Layer 2. Every node in this layer is labeled Π  and multiplies the incoming signals 

1 2
1 2( ) ( )j jj A A
x xα μ μ= ⋅ and sends the product out. 

Layer 3. Every node in this layer is labeled N  calculates the normalized firing strength of a 

rule such as 
1 2

1 2( ( ) ( ))j jj j A A
x xα α μ μ= +# . 

Layer 4. Every node in this layer calculates the weighted consequent value 

0 1 1 2 2( )j j j

j j jf a a x a xα α= + +# #   

Layer 5. This layer sums all incoming signals to obtain the final inferred result. 

 

Fig. 8. An illustration of reasoning mechanism for the ANFIS architecture. 

For the given input values 1 *x  and 2 *x , the inferred output  *y  is calculated by  

 1 1 1 2 2 2 1 2

1 2

( *, *) ( *, *)
*

f x x f x x
y

α α
α α

+
=

+
. (9) 

The learning algorithm for ANFIS is a hybrid algorithm with an error measure 2

1

p

kk
E e

=
=∑ , 

which is a combination of gradient descent and the least-squares method, where ke  is 
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ˆ
k kf f− , kf  and ˆ

kf  are kth desired and estimated output, respectively, and p  is the total 

number of the pairs (inputs-outputs, i.e. RSSI-distances) of data in the training set. An 

illustration can be observed from Fig. 9, the Gaussian membership function based ANFIS is 

used to approximate the propagation model according to the training data collected from 

the received signal strength indication values in the offline training phase. It is clear that a 

better and reasonable approximation can be provided by lower number of MF whereas the 

failed mapping is caused by over training that too many MFs and training pairs are applied. 

The advantages of the neural fuzzy hybrid technique include the sufficient nonlinear 

regression ability, fast learning from linguistic knowledge, and its adaptation capability. 

Therefore to reach a good indoor propagation model, the key point is whether the test 

environment is exactly characterized by the chosen empirical data set with a proper amount 

and the type of MF. 
 

 

Fig. 9. Propagation modeling by using the ANFIS. 

4. Location estimation method 

For the online phase, the real-time recursive wireless indoor positioning, the RSS is 
continuously scanned as a fingerprint or the dependency information on position of the 
mobile device for the proposed positioning system. Relying on this RSS-position dependency 
information for wireless positioning, the distance of a mobile device to the access point is 
provided by the propagation model developed in Section 3, and then, an Bayesian framework 
estimation, the extended Kalman filter, is used to recursively compute the 2-D mobile device 
position with the basis of distance estimates. The EKF was selected because it could blend the 
information optimally with minimizing the variance of the estimation error. A detailed 
description of the principle of the extended Kalman filter can be found in (Haykin, 2002).  
A formulation of the location estimation as a filtering problem in state-space form is 
addressed here. The general form of the dynamical model is given by 

 1 1( , , )k k k kx f x u w− −= , (10) 

 ( , )k k kz h x v= , (11) 

where k  is the estimation step, ku  is the optional control input, kz  are the output 

measurements, and kx  is the system state. Further, in (10) and (11) , 1kw − , kv  are the 
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discrete white, Gaussian zero-mean, independent state and measurement noise processes, 

and Q, R are their covariance matrices, respectively. 

 [ ]Ti k i ikE w w Q δ= , (12) 

 [ ]Ti k i ikE v v R δ= , (13) 

where ( )δ ⋅ is the delta function 

 
1,

0,
ij

i j

i j
δ

=⎧
= ⎨ =⎩

. (14) 

In our case, the state-space is 

 
1 1

1 1

( ,0, )k k k

k k

x f x w

x w

− −

− −

=

= +
, (15) 

 
1

1

( , )

( )

k k k

d k k

z h x v

h x v

−

−

=

= +
, (16) 

where ( )dh x is the distance between the location of a mobile device user and a access point, 

which can be written as a function of the device positions: 

 

2
2

,

1

( ) ( )
id i j j

j

h x x x

=

= −∑ , (17) 

where i is the index of the access points, 
id

h  is the distance between the mobile device user 

location and the ith access point, ,i jx  and jx  are the jth coordinate element of the ith access 

point and mobile device. 

Due to the nonlinearity of the mathematical model (17), the EKF is proposed to calculate the 

mobile device user location ˆkx . The algorithm of the EKF can be given as follows: 
Time update equations: 

 1ˆ ( , ,0)k k kx f x u−
−=  (18) 

 1 1
T T

k k k k k k kP A P A W Q W−
− −= +  (19) 

Measurement update equation: 

 1( )T T T
k k k k k k k k kK P H H P H V R V− − −= +  (20) 

 ˆ ˆ ˆ( ( ,0))k k k k kx x K z h x− −= + −  (21) 

 ( )k k k kP I K H P−= −  (22) 

where  

www.intechopen.com



 Kalman Filter 

 

338 

 1 1

ˆ

ˆ( , ,0)

k

k k

x x

f x u
A

x

− −

=

∂
=

∂
, (23) 

 1 1

ˆ

ˆ( , ,0)

k

k k

x x

f x u
W

w

− −

=

∂
=

∂
, (24) 

 
ˆ

( ,0)

k

k

x x

h x
H

x =

∂
=

∂
, (23) 

 
ˆ

( ,0)

k

k

x x

h x
V

v =

∂
=

∂
, (26) 

K is the gain matrix and P is the estimation error covariance. The super minus notation −
kx̂  

denotes the a priori state estimate at step k and kx̂  the a posteriori state estimate given 

measurement  kz . 

5. Experimental results 

As shown in Fig. 10, the WLAN positioning accuracy of the proposed methods is evaluated 
using real data from a classroom environment, located on the first floor of EE building at the 
Chiao Tung University. The dimension of the experimentation area is 37.4 meters by 20.6 
meters with a total of 4 access points detectable only, and each one of the detectable access 
points provides only partial coverage of the environment. The RSSI measurements were 
scanned and collected from the network card using an application program implemented on 
the Dopod PDA (200MHz CPU) at the sampling rate of 2 samples/second. The RSS values 
were collected for 53 training points with a separation of 2.5 meters. For each point, the 
WLAN client gathered RSSI values from each detectable access point 200 times with a total 
of 10,600 measurements. As addressed in Section 3, this training set is used to obtain the 
 

 
Fig. 10. Experimental area. The blue dots are the training and testing locations. 
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indoor propagation model in the offline phase, hence the distences of a mobile device to the 
access points can be estimated for the online phase and recursively compute the position of 
the mobile device. 
The proposed positioning system is evaluated by the real-time estimation at each testing 
point. The testing data are collected at the same location where the training data are recored. 
Also, the mobile device gathered the RSSI values from each access point 200 times for the 
filtering iteration at every testing point. There are four measurement is avaibale for the EKF 
at each iteration step since only four access points are detectable in this test area. Even the 
four-demensional measurement state (11) is used, the presented approach is certaintly 
straightforward and can be implemented by the real-time computing on a  PDA. 

5.1 Curve fitting 

Recall the model developed in the subsection 3.1. The propagation model can be 
approximated by a curve fitting with nonlinear regression. It is hard to provide the solution 
of the coefficients of the polynomial fit if the order is high since the high order based 
nonlinear regression will result an ill conditioned polynomial fit. To omit the trivial test 
results under the order higher than seven, only four meaningful location error statics are 
summarized in Fig. 11. On the other hand, the Cumulative Distribution Function (CDF) of 
the location errors is shown in Fig. 12, it is clear that the best  determination of the position 
is based on first order regression of polynomial fit and achieves improvenments of 7.35 m 
(70%) over the 3rd order, 5 m (55.6%) over the 5th order, and 2.05 m (30%) over the 7th order 
at 70th percent. Obviously, the mean error with the first order regression compared to the 
other three cases are much better not only on the accuracy but also on the precision. 
 

 

Fig. 11. Statistics of the positioning error based on the curve fitting models. 

5.2 Interpolation 

In this section, the localization scheme using parameter-free propagation models based on the 

differences in signal attenuations for WLAN signals would be introduced. Due to the 

individual characteristics of each detectable access point, the propagation models are modified 

by the combination of the reference nodes. Table. 1 shows the four kinds of choosing reference 

nodes. However, they might not be the optimal results relate to all possible arrangement of 
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Fig. 12. CDF of the location errors based on the curve fitting models. 

i

jRN  while the total number of the possibility of the combination with any two reference 

nodes from the sampled data is too large to test by trying. In contrast, the empirical data set 

based interpolation has a high potential to provide a most fit propagation model by 

associating with some intelligent algorithms. 
 

AP AP1 AP2 AP3 AP4 Positioning 
case RN 

1

1RN  1

2RN  2

1RN  2

2RN  3

1RN  3

2RN  4

1RN  4

2RN  

Distance (m) 5.50 8.54 3.68 18.81 2.37 6.60 3.71 6.54 
Case1 

RSSI (dBm) -41.05 -54.61 -37.12 -72.14 -37.76 -60.35 -41.66 -55.66 

Distance (m) 9.24 17.67 5.03 12.39 3.39 5.34 4.28 6.91 
Case2 

RSSI (dBm) -50.84 -76.55 -42.30 -66.79 -41.99 -50.65 -41.99 -55.65 

Distance (m) 6.34 9.94 5.76 19.96 3.52 7.59 7.82 15.51 
Case 3 

RSSI (dBm) -43.33 -54.2 -40.91 -71.37 -40.00 -54.16 -64.61 -90.00 

Distance (m) 10.54 19.17 5.80 17.37 5.94 11.51 2.83 8.13 
Case 4 

RSSI (dBm) -54.09 -74.16 -41.49 -72.22 -49.05 -86.88 -41.38 -61.87 

Table 1. Reference nodes and parameters of the interpolation models. 

Figure 13 indicates that four better positioning results are picked up to demonstrate the 

indoor propagation model based on the interpolation with the parameters selected in Table 

1. The RN chosen under case 3 presents the best accuracy related to the others due to 

matching of the real RSS-position dependency for the interpolation model. 

The accuracy under case 3 achieves the improvements at least 23.9 percentage over the other 

cases. It can be seen in Fig. 14, the CDF shows that the reduced location error under case 3 

compared to the cases 1, 2 and 4 are 1.93 m (35%), 1.43 m (27.8%) and 2.04 m (36.6%) at 70th 

percent, respectively. The proposed interpolation modelling technique does not require a 

known and accurate path loss modeling, reduces the impact of shadowing on location, and 

is capable of being applied in existing systems without hardware development. 
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Fig. 13. Statistics of the positioning error based on the interpolation models. 
 

 

Fig. 14. CDF of the location errors based on the interpolation models. 

5.3 Adaptive neural fuzzy inference system 

During the offline stage, RSS and the corresponding distance between the mobile device and 

the access point are adopted as the inputs and targets for the learning purpose using the 

ANFIS, the type and number of the mambership used to train the ANFIS is on the basis of 

arrangement in Table. 2. There are 53 training pairs consisted of the RSS values and 

corresponding positions with a total of 10600 sampled data collected from the WLAN 

positioning area. After training of the ANFIS, the appropriate are obtained. For the online 

stage, the trained adaptive neural fuzzy inference system acts as a mapping function which 

converts the RSSI values to the physical distances between the mobile device and the access 

points in real-time.  
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Positioning Case Membership Function  Type 
Number of Membership 

Function 

1, 2, 3 and 4 Bell-shaped 2, 3, 4 and 5 

5, 6, 7 and 8 Triangle 2, 3, 4 and 5 

9, 10 ,11 and 12 Trapezoid 2, 3, 4 and 5 

13, 14, 15 and 16 Gaussian 2, 3, 4 and 5 

Table 2. Positioning cases with different types and the number of MF. 

Reducing the complexity of the whole wireless positioning system, the learning results of 
ANFIS for mapping are summarized in a lookup table which can be used to estimate the 
physical distances without the loss of accuracy since the ANFIS is optimized under the 
gradient descent and the least-squares method with the error measure described in the 
subsection 3.3. The total of 16 cases are tested for verifing the accuracy of the WLAN 
positioning based on the ANFIS propagation models, which are given in Table. 3. The 
learning results tend to be over training that diverge the location errors if the the number of 
the MF is larger than 5, those results are trivial and not mentioned here. It can be seen from 
Table. 3 that the cases have the best accuracy and precision is the positioning based on the 
ANFIS models using the bell-shaped MF. 
 

Localization error (m) 
Averaged performance 

(m) 

Number of membership function 

Membership 
function  type Error 

evaluation 2 3 4 5 
Mean STDEV 

Mean 3.76 3.57 3.60 3.64 3.64 0.08 
Bell-shaped 

STDEV 2.03 2.07 2.06 2.33 2.12 0.13 

Mean 6.47 7.82 8.40 4.72 6.85 1.63 
Triangle 

STDEV 6.71 10.96 11.93 2.93 8.13 4.14 

Mean 3.80 3.68 3.93 4.22 3.90 0.23 
Trapezoid 

STDEV 2.02 2.06 2.20 2.60 2.22 0.26 

Mean 4.01 3.63 3.70 3.79 3.78 0.16 
Gaussian 

STDEV 2.08 2.04 2.06 2.35 2.13 0.14 

Table 3. Statistics of the positioning error based on the ANFIS models. 

The average performance shown in Table 3 is yielded by averaging the mean location errors 
with respect to different numbers of MF, and indicates that the results based on Gaussian, 
bell-shaped and trapezoid type MF are similar because of similar accuracy. Figure 15 shows 
the CDF for the best location error regard to the each MF type, it can be seen that the 
positioning based on the Gaussian, bell-shaped and trapezoid MF almost have the same 
good statistics and achieve the improvements of 31.9% over estimation using triangle MF.  
Clearly, there are many benefits of the proposed ANFIS approach for the modelling or the 
prediction. It combines two techniques, the neural networks and fuzzy systems, by using the 
fuzzy techniques, both numerical and linguistic knowledge can be combined into a fuzzy 
rule base, the combined fuzzy rule base represents the knowledge of the network structure 
so that structure learning techniques can be accomplished easily. Fuzzy membership 
functions can be tuned optimally by using learning methods, and the architecture 
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requirements are fewer and simpler compared to neural networks, which require extensive 
trails and errors for optimization of their architecture. Therefore the accurate indoor 
propagation approximation can be provided by the proposed ANFIS based method. 
 

 
Fig. 15. CDF of the location errors based on the ANFIS models. 

5.4 Comparisons  
1) Related work: (Bahl & Padmanabhan, 2001) proposed an in-building user location and 
tracking system - RADAR, which adopts the nearest neighbors in signal-space technique, 
which is the same as kNN positioning based on averaging k closest location candidates. 
They proposed the method based on the empirical measurement of access point signal 
strength in offline phase. By these experiments, it is reported that user orientations, number 
of nearest neighbors used, number of data points, and the number of samples in real-time 
phase would affect the accuracy of location determination. The proposed WLAN 
positioning is compared with RADAR in case k=3,5,7, and 9. 
 

 

Fig. 16. Statistics of the positioning error based on RADAR. 
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The RADAR based WLAN positioning is very popular because of its low complexity of 

algorithm and efficiency. Figure 16 shows the statistics of the location error based on the 

RADAR, the best accuracy error mean of 4.31 m is provided by using three nearest 

neighbors while the positioning errors tend to be increasing if more neighbors are referred. 

This is caused by the referring fault by ill conditioned neighbor candidates which are too far 

to the real position of the mobile device location. 

2) Comparison and Verification of accuracy in a mobile device: In order to ensure fair comparison 

of the positioning results, the proposed approaches mentioned before and the related work 

RADAR were implemented on the same simple mobile device, a Dopod PDA (200MHz). To 

carefully verify the performance of the accomplished experimentation, the best positioning 

results regard to each approach mentioned above in this chapter are compared hereon to 

demonstrate the performance of the proposed method. For convenience, a summary of error 

statistics for each method is provided in Fig. 17.  

 

 
 

Fig. 17. Statistics of the positioning error for each method. 

The improvenments of error mean of WLAN positioning based on ANFIS with three bell-

shaped MFs compared to the interpolation, curve fitting and RADAR are 0.57m (13.7%),  

0.41m (10.3%) and  0.74m (23.2%). The precision of the proposed WLAN localization using 

the ANFIS based propagation model has a relatively best standard deviation 2.07 m whereas 

the poorest one is 3.07m provided by the RADAR algorithm, so that ANFIS based appraoch 

achivies the  improvements of 12.2% over the interpolation, 2% over the curve fitting and 

32.5% over the RADAR algorithm. 

In addition, Fig. 18 shows that the CDF of the location errors for the best cases of each 

approach. Using ANFIS, interpolation, curve fitting and RADAR, 50% of the location errors 

are within 3.2 m, 3.7 m, 3.81 m, and 3.65 m, respectively; 90% of the location errors are below 

5.52 m, 6.41 m, 6.83 m, and 7.03 m, respectively. It is clear that the CDF of the ANFIS based 

result is the most left respected to the other approaches. Investigating the proposed WLAN 

localization by the time response is another point of view for verifing the performance, 

which is shown in Fig. 19.  
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Fig. 18. CDF of the location errors for the best cases of each approach. 

Since the structure of the test area is complex due to many walls surrand of the calssrooms, 
rigid obstacles and clustered human, the noise and shawdoing from the environment are 
deteriorating the positioning precision, especially the RADAR algorithm is easily to be 
infuluenced because there is no filtering scheme used to enhance and track the position state 
by referring previously states. In constrast, the positioning based on the proposed ANFIS 
propagation model with the well adaptation capability has a fast convergence and tend to be 
the best accuracy after about 20 transition iterations. 
 

 

Fig. 19. Time response of error mean for the best case of each method. 
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6. Conclusions 

In this study, a low complexity WLAN indoor positioning system based on the curve fitting, 

the interpolation, and an adaptive neural fuzzy system is addressed. The proposed 

modeling techniques are used to reduce the false distance estimation of a mobile device to 

the access points induced by the unpredictable interference, reflection and multipath effects. 

It is clear that the experimental results show that a empirical propagation model can be 

easily provided by the curve fitting based approach but involves a limited flexibility and 

adaptation; the interpolation based approach has a simple computation for the distance 

estimation and a high flexibility due to the possible arragement of the reference nodes but 

requires horrible trails and errors for optimization. Therefore a hybrid learning algorithm 

under a combination of gradient descent and the least-squares method based neural fuzzy 

inference system is proposed to solve the problems mentioned above. Due to its nonlinear 

ability, fast learning capacity and adaptation capability, the accurate distance estimates of a 

mobile device to the access points can be obtained. The distances are firstly converted by the 

addressed ANFIS propagation model during the the online stage in real-time with the 

currently observed RSSI value from the tested WLAN area. The available distances from the 

positions localized in the test bed are recursively estimated by an extended Kalman filter 

while it could blend the information optimally minimizing the variance of the estimation 

error.  

Consequently, the presented approach is verified to provide the accurate localization in the 

real indoor environment of 20.6m×37.4m with 4 access points only. The addressed 

positioning algorithm is straightforward and can be implemented by simple mobile devices, 

such as PDAs or mobile phones, to provide the location-aware services without any 

hardware cost since WLAN signals are popular sensor sources for indoor environments. 

There are many potential applications for location positioning and network accessing, such 

as library or museum tour-guide, free mobility and nursing at home, patient transporting in 

the hospital and easy going capability in the shopping mall. 
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